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## LECTURE 1

## PROBABILITY BASICS

### 1.1. Probability Measures

Definition 1.1.1. A sample space $\Omega$ is any non-empty set.
Example 1.1.2. Outcomes of coin flipping. $\Omega=\{H, T\}$.

Definition 1.1.3. For a sample space $\Omega$, we say $\mathbb{P}$ is a probability measure if the following hold:
i) $\forall E \subseteq \Omega, 0 \leq \mathbb{P}(E) \leq 1$;
ii) $\mathbb{P}(\Omega)=1$;
iii) $\forall E_{1}, E_{2}, \cdots \subseteq \Omega$ such that $E_{i} \cap E_{j}=\varnothing \forall i \neq j$,

$$
\begin{equation*}
\mathbb{P}\left(\bigcup_{i=1}^{\infty} E_{i}\right)=\sum_{i=1}^{\infty} \mathbb{P}\left(E_{i}\right) \tag{1.1}
\end{equation*}
$$

Remark. If this truly has to hold for all subsets of $\Omega$, it may be impossible for such a $\mathbb{P}$ to exist. To define exactly which subsets we want $\mathbb{P}$ to satisfy these axioms for would require more advanced mathematics (the subject of measure theory). For this class, we will not worry about these technicalities, and assume $\mathbb{P}$ is defined for all subsets of $\Omega$.

Example 1.1.4. Probabilities of coin flipping. $\mathbb{P}(H)=\mathbb{P}(T)=1 / 2 . \mathbb{P}(H \cup T)=1 / 2+1 / 2=1$.
Example 1.1.5 (Uniform/Lebesgue measure). Let $\Omega=[L, U]$ for some $L<U \in \mathbb{R}$. Define $\mathbb{P}([a, b))=\frac{b-a}{U-L}$ when $L \leq a \leq b \leq U$.
Proof. In this class we can assume this exists.

Proposition 1.1.6. The following properties are satisfied by any probability measure $\mathbb{P}$.

1. $\forall E \subseteq \Omega, \mathbb{P}\left(E^{c}\right)=1-\mathbb{P}(E)$;
2. $\mathbb{P}(\varnothing)=0$;
3. $\forall E, F \subseteq \Omega$ such that $E \subseteq F, \mathbb{P}(E) \leq \mathbb{P}(F)$;
4. $\forall E, F \subseteq \Omega, \mathbb{P}(E \cup F)=\mathbb{P}(E)+\mathbb{P}(F)-\mathbb{P}(E \cap F)$;
5. $\forall E, F \subseteq \Omega, \mathbb{P}(E \cap F)=\mathbb{P}(E)+\mathbb{P}(F)-\mathbb{P}(E \cup F)$;
6. $\forall E, F \subseteq \Omega, \mathbb{P}(F \backslash E)=\mathbb{P}(F)-\mathbb{P}(F \cap E)$.

Proof. Exercise (review from STA257).

Lemma 1.1.7. Consider a sequence of sets $E_{i}$ and set $E \subseteq \bigcup_{i=1}^{\infty} E_{i}$. Then,

$$
\begin{equation*}
\mathbb{P}(E) \leq \sum_{i=1}^{\infty} \mathbb{P}\left(E_{i}\right) \tag{1.2}
\end{equation*}
$$

Proof. Let $F_{i}=E_{i} \cap E$. Observe that $E=\bigcup_{i=1}^{\infty} F_{i}$ and $F_{i} \subseteq E_{i}$ so $\mathbb{P}\left(F_{i}\right) \leq \mathbb{P}\left(E_{i}\right)$. Further, define $G_{1}=F_{1}$, and $G_{k}=F_{k} \cap\left(\bigcup_{i=1}^{k-1} F_{i}\right)^{c}$ for $k \geq 2$. Observe that the set of $G_{i}$ 's are disjoint with $\bigcup_{i=1}^{\infty} G_{i}=\bigcup_{i=1}^{\infty} F_{i}=E$, and $G_{i} \subseteq F_{i}$. Then,

$$
\begin{equation*}
\mathbb{P}(E)=\mathbb{P}\left(\bigcup_{i=1}^{\infty} G_{i}\right)=\sum_{i=1}^{\infty} \mathbb{P}\left(G_{i}\right) \leq \sum_{i=1}^{\infty} \mathbb{P}\left(F_{i}\right) \leq \sum_{i=1}^{\infty} \mathbb{P}\left(E_{i}\right) \tag{1.3}
\end{equation*}
$$

Lemma 1.1.8. Let $\mathbb{P}$ be the uniform measure on $[0,1]$. Then $\mathbb{P}(E)=0$ for any countable set $E$.
Proof. Let $E=\left\{x_{i}\right\}_{i=1}^{\infty}$. Fix $\varepsilon>0$ and define $E_{i}(\varepsilon)=\left(x_{i}-2^{-i} \varepsilon, x_{i}+2^{-i} \varepsilon\right)$. Observe that $E \subseteq$ $\bigcup_{i=1}^{\infty} E_{i}(\varepsilon)$. Thus,

$$
\begin{equation*}
\mathbb{P}(E) \leq \sum_{i=1}^{\infty} \mathbb{P}\left(E_{i}(\varepsilon)\right)=\sum_{i=1}^{\infty}\left[x_{i}+2^{-i} \varepsilon-x_{i}+2^{-i} \varepsilon\right]=2 \varepsilon \sum_{i=1}^{\infty} 2^{-i}=2 \varepsilon \tag{1.4}
\end{equation*}
$$

Since $\varepsilon$ was arbitrary, $\mathbb{P}(E)=0$.

### 1.2. Independence

Definition 1.2.1. Events $E_{1}, \ldots, E_{n} \subseteq \Omega$ are independent with respect to a probability measure $\mathbb{P}$ if for each $\mathcal{I} \subseteq[n]$

$$
\begin{equation*}
\mathbb{P}\left(\bigcap_{i \in \mathcal{I}} E_{i}\right)=\prod_{i \in \mathcal{I}} \mathbb{P}\left(E_{i}\right) \tag{1.5}
\end{equation*}
$$

Proposition 1.2.2. If $E_{1}, \ldots, E_{n}$ are independent, then $E_{1}^{c}, \ldots, E_{n}$ are independent.
Proof. Firx $\mathcal{I} \subseteq[n]$. If $1 \notin \mathcal{I}$, then clearly

$$
\begin{equation*}
\mathbb{P}\left(\bigcap_{i \in \mathcal{I}} E_{i}\right)=\prod_{i \in \mathcal{I}} \mathbb{P}\left(E_{i}\right) \tag{1.6}
\end{equation*}
$$

If $1 \in \mathcal{I}$, then define $\mathcal{I}^{\prime}=\mathcal{I} \backslash\{1\}$.

$$
\begin{align*}
\mathbb{P}\left(E_{1}^{c} \cap \bigcap_{i \in \mathcal{I}^{\prime}} E_{i}\right) & =\mathbb{P}\left(\bigcap_{i \in \mathcal{I}^{\prime}} E_{i} \backslash E_{1}\right)  \tag{1.7}\\
& =\mathbb{P}\left(\bigcap_{i \in \mathcal{I}^{\prime}} E_{i}\right)-\mathbb{P}\left(E_{1} \cap \bigcap_{i \in \mathcal{I}^{\prime}} E_{i}\right)  \tag{1.8}\\
& =\prod_{i \in \mathcal{I}^{\prime}} \mathbb{P}\left(E_{i}\right)-\prod_{i \in \mathcal{I}} \mathbb{P}\left(E_{i}\right)  \tag{1.9}\\
& =\left[1-\mathbb{P}\left(E_{1}\right)\right] \prod_{i \in \mathcal{I}^{\prime}} \mathbb{P}\left(E_{i}\right)  \tag{1.10}\\
& =\mathbb{P}\left(E_{1}^{c}\right) \prod_{i \in \mathcal{I}^{\prime}} \mathbb{P}\left(E_{i}\right) . \tag{1.11}
\end{align*}
$$

Definition 1.2.3. An infinite collection of events $\left\{E_{\alpha}: \alpha \in \mathcal{I}\right\}$ are independent if for any finite subset $\mathcal{J} \subseteq \mathcal{I}$, the events $\left\{E_{i}: i \in \mathcal{J}\right\}$ are independent.

### 1.3. Random Variables

Definition 1.3.1. Given a sample space $\Omega$, a function $X: \Omega \longrightarrow \mathbb{R}$ is a random variable.

Example 1.3.2. Coin flipping. $X(H)=1, X(T)=0$.

Definition 1.3.3. Random variables $X_{1}, \ldots, X_{n}$ are independent with respect to a measure $\mathbb{P}$ if for all sets $A_{1}, \ldots, A_{n} \subseteq \mathbb{R}$,

$$
\begin{equation*}
\mathbb{P}\left(\bigcap_{i=1}^{n}\left\{X_{i} \in A_{i}\right\}\right)=\prod_{t=1}^{n} \mathbb{P}\left(X_{i} \in A_{i}\right) . \tag{1.12}
\end{equation*}
$$

Definition 1.3.4. An infinite collection of random variables $\left\{X_{\alpha}: \alpha \in \mathcal{I}\right\}$ are independent if for any finite subset $\mathcal{J} \subseteq \mathcal{I}$, the random variables $\left\{X_{i}: i \in \mathcal{J}\right\}$ are independent.

### 1.4. Distributions

Lemma 1.4.1. A random variable $X$ and probability measure $\mathbb{P}$ induce a probability measure $\mu$ on $\mathbb{R}$ defined by

$$
\begin{equation*}
\mu(A)=\mathbb{P}(X \in A)=\mathbb{P}(\{\omega \in \Omega: X(\omega) \in A\}) \tag{1.13}
\end{equation*}
$$

for any $A \subseteq \mathbb{R}$.
Proof. $\mu(B) \in[0,1]$ is trivial since $\mathbb{P}$ is a measure. Also, since $X(\omega) \in \mathbb{R}$ for all $\omega \in \Omega, \mu(\mathbb{R})=$ $\mathbb{P}(\Omega)=1$. Finally, consider disjoint $A_{1}, A_{2}, \cdots \subseteq \mathbb{R}$, and define $E_{i}=\left\{\omega: X(\omega) \in A_{i}\right\}$. Since $X$ is a function, it is impossible for $X(\omega)=a$ and $X(\omega)=b$ when $a \neq b$, so the $E_{i}$ 's are also disjoint. Then,

$$
\begin{equation*}
\mu\left(\bigcup_{i=1}^{\infty} A_{i}\right)=\mathbb{P}\left(X(\omega) \in \bigcup_{i=1}^{\infty} A_{i}\right)=\mathbb{P}\left(\bigcup_{i=1}^{\infty} E_{i}\right)=\sum_{i=1}^{\infty} \mathbb{P}\left(E_{i}\right)=\sum_{i=1}^{\infty} \mu\left(A_{i}\right) \tag{1.14}
\end{equation*}
$$

Definition 1.4.2. A random variable $X$ and measure $\mathbb{P}$ generate the cumulative distribution function defined by

$$
\begin{equation*}
F(x)=\mu((-\infty, x])=\mathbb{P}(X \leq x) \tag{1.15}
\end{equation*}
$$

Theorem 1.4.3. A distribution function $F$ for a random variable $X$ uniquely defines the measure $\mu$. Proof. Outside the scope of this class.

Example 1.4.4. Uniform. $\mathbb{P}$ is uniform on $[0,1]$ and $X(\omega)=\omega$. For $x \in[0,1]$,

$$
\begin{equation*}
F(x)=\mu([0, x))=\mathbb{P}(X(\omega) \in[0, x))=\mathbb{P}(\omega \in[0, x))=x . \tag{1.16}
\end{equation*}
$$

Theorem 1.4.5. A distribution function satisfies the following properties:
i) For all $x \leq y \in \mathbb{R}, F(x) \leq F(y)$;
ii) $\lim _{x \rightarrow-\infty} F(x)=0$ and $\lim _{x \rightarrow \infty} F(x)=1$;
iii) $F$ is right-continuous.

Proof. i) follows from monotonicity of measure, while ii) and iii) require a result from next lecture.

Definition 1.4.6. The inverse $C D F$ of a random variable $X$ is defined by

$$
\begin{equation*}
F^{-1}(y)=\sup \{x: F(x)<y\} . \tag{1.17}
\end{equation*}
$$

Theorem 1.4.7. If $F$ satisfies properties i) to iii), it is the CDF of some random variable.
Proof. Let $U \sim \operatorname{Uniform}(0,1)$ and define the random variable $Y(\omega)=F^{-1}(U(\omega))$. Consider arbitrary $x, t \in[0,1]$.

First, suppose $F^{-1}(t)>x$. That is, $\sup \{y: F(y)<t\}>x$, so $F(x)<t$ since $F$ is non-decreasing.
Next, suppose $F^{-1}(t) \leq x$. By the same logic, $F(x+\delta) \geq t$ for any $\delta>0$. Since $F$ is right continuous, this gives $F(x) \geq t$.

These combined have given that $\left\{t: F^{-1}(t) \leq x\right\}=\{t: t \leq F(x)\}$. Thus,

$$
\begin{equation*}
\mathbb{P}(Y \leq x)=\mathbb{P}\left(F^{-1}(U) \leq x\right)=\mathbb{P}(U \leq F(x))=F(x) \tag{1.18}
\end{equation*}
$$

so $Y$ is a random variable with the CDF $F$.

Definition 1.4.8. A random variable has a density function $f: \mathbb{R} \rightarrow \mathbb{R}_{+}$if for all $x \in \mathbb{R}$,

$$
\begin{equation*}
F(x)=\int_{-\infty}^{x} f(y) d y \tag{1.19}
\end{equation*}
$$

Lemma 1.4.9. If $X$ has a density function, $\mathbb{P}(X=x)=0$ for all $x \in \mathbb{R}$.
Proof.

$$
\begin{equation*}
\mathbb{P}(X=x)=\lim _{\delta \rightarrow 0} \mathbb{P}(x-\delta<X \leq x+\delta)=\lim _{\delta \rightarrow 0} \int_{x-\delta}^{x+\delta} f(y) d y=0 \tag{1.20}
\end{equation*}
$$

### 1.5. Joint Distributions

Definition 1.5.1. We define the joint distribution function of a random vector $X=\left(X_{1}, \ldots, X_{n}\right)$ by

$$
\begin{equation*}
F\left(x_{1}, \ldots, x_{n}\right)=\mathbb{P}\left(X_{1} \leq x_{1}, \ldots, X_{n} \leq x_{n}\right) \tag{1.21}
\end{equation*}
$$

using the notation $\mathbb{P}(A, B) \stackrel{\text { def }}{=} \mathbb{P}(A \cap B)$.

Theorem 1.5.2. A joint distribution function $F: \mathbb{R}^{n} \rightarrow \mathbb{R}$ satisfies the following properties:
i) If $\left(x_{1}, \ldots, x_{n}\right)$ and $\left(x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right)$ satisfy $x_{i} \leq x_{i}^{\prime}$ for all $i \in[n], F\left(x_{1}, \ldots, x_{n}\right) \leq F\left(x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right)$;
ii) $\lim _{x_{i} \rightarrow-\infty} F\left(x_{1}, \ldots, x_{n}\right)=0$ for all $i \in[n]$ and $\lim _{x_{1} \rightarrow \infty, \ldots, x_{n} \rightarrow \infty} F\left(x_{1}, \ldots, x_{n}\right)=1$;
iii) $\lim _{h \rightarrow 0^{+}} F\left(x_{1}+h, \ldots, x_{n}\right)=\cdots=\lim _{h \rightarrow 0^{+}} F\left(x_{1}, \ldots, x_{n}+h\right)=F\left(x_{1}, \ldots, x_{n}\right)$.

Proof. Analogous to the proof of Theorem 1.4.5.
Definition 1.5.3. A random vector has a joint density function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}_{+}$if $\forall\left(x_{1}, \ldots, x_{n}\right) \subseteq \mathbb{R}^{n}$

$$
\begin{equation*}
F\left(x_{1}, \ldots, x_{n}\right)=\int_{-\infty}^{x_{n}} \cdots \int_{-\infty}^{x_{1}} f\left(y_{1}, \ldots, y_{n}\right) d y_{1} \cdots d y_{n} \tag{1.22}
\end{equation*}
$$

Theorem 1.5.4. Random variables $X_{1}, \ldots, X_{n}$ with CDFs $F_{1}, \ldots, F_{n}$ are independent if and only if

$$
\begin{equation*}
F\left(x_{1}, \ldots, x_{n}\right)=\prod_{t=1}^{n} F_{i}\left(x_{i}\right) \quad \forall\left(x_{1}, \ldots, x_{n}\right) \subseteq \mathbb{R}^{n} \tag{1.23}
\end{equation*}
$$

Proof. The reverse direction is obvious by definition. The forward definition is outside the scope of this class.

### 1.6. Exercises

Exercise 1.1. Prove Proposition 1.1.6,

Exercise 1.2. Find an example of an $\Omega, \mathbb{P}$, and sets $A, B, C$ such that

$$
\mathbb{P}(A \cap B \cap C)=\mathbb{P}(A) \mathbb{P}(B) \mathbb{P}(C)
$$

but $A, B, C$ are not independent. Hint: $\Omega$ does not need to have more than 4 elements.
Exercise 1.3. Prove that if $\left\{A_{\alpha}\right\}_{\alpha \in \mathcal{I}}$ is independent then so is $\left\{A_{\alpha}^{c}\right\}_{\alpha \in \mathcal{I}}$.
Exercise 1.4. Prove that if $X$ and $Y$ are independent, then $X$ and $f(Y)$ are independent for any function $f: \mathbb{R} \rightarrow \mathbb{R}$.

Exercise 1.5. Let $\mathbb{P}$ be the uniform measure on $[0,1]$. Define $A=(a, b)$ and $B=(c, d)$, with $a<c$. State necessary and sufficient conditions for $A$ and $B$ to be independent.

Exercise 1.6. Review the exponential family of distributions (note this is not just the exponential distribution, but the exponential family).

Exercise 1.7. Review the $\varepsilon-\delta$ definition of a limit.

## LECTURE 2

## CONVERGENCE

### 2.1. Tail Events

Proposition 2.1.1 (Continuity of Measure.). If $\left\{A_{n}\right\} \nearrow A$ or $\left\{A_{n}\right\} \searrow A$, then $\lim _{n \rightarrow \infty} \mathbb{P}\left(A_{n}\right)=$ $\mathbb{P}(A)$.
Proof. Suppose $\left\{A_{n}\right\} \nearrow A$, and by convention let $A_{0}=\varnothing$. Define $B_{1}=A_{1}$ and $B_{n}=A_{n} \cap A_{n-1}^{c}$ for $n \geq 2$. Observe that

$$
\begin{align*}
\bigcup_{m=1}^{n} B_{m} & =\bigcup_{m=1}^{n}\left(A_{m} \cap A_{m-1}^{c}\right)  \tag{2.1}\\
& =\bigcup_{m=1}^{n} A_{m} \cap \bigcup_{m=1}^{n} A_{m-1}^{c}  \tag{2.2}\\
& =A_{n} \cap A_{0}^{c}  \tag{2.3}\\
& =A_{n} \tag{2.4}
\end{align*}
$$

Then,

$$
\begin{align*}
\mathbb{P}(A) & =\mathbb{P}\left(\bigcup_{m=1}^{\infty} B_{m}\right)  \tag{2.5}\\
& =\sum_{m=1}^{\infty} \mathbb{P}\left(B_{m}\right)  \tag{2.6}\\
& =\lim _{n \rightarrow \infty} \sum_{m=1}^{n} \mathbb{P}\left(B_{m}\right)  \tag{2.7}\\
& =\lim _{n \rightarrow \infty} \mathbb{P}\left(\bigcup_{m=1}^{n} B_{m}\right)  \tag{2.8}\\
& =\lim _{n \rightarrow \infty} \mathbb{P}\left(A_{n}\right) . \tag{2.9}
\end{align*}
$$

If $\left\{A_{n}\right\} \searrow A$, then $\left\{A_{n}^{c}\right\} \nearrow A^{c}$, so

$$
\begin{align*}
\mathbb{P}(A) & =1-\mathbb{P}\left(A^{c}\right)  \tag{2.10}\\
& =1-\lim _{n \rightarrow \infty} \mathbb{P}\left(A_{n}^{c}\right)  \tag{2.11}\\
& =1-\lim _{n \rightarrow \infty}\left[1-\mathbb{P}\left(A_{n}\right)\right]  \tag{2.12}\\
& =\lim _{n \rightarrow \infty} \mathbb{P}\left(A_{n}\right) \tag{2.13}
\end{align*}
$$

Example 2.1.2. Uniform measure and $A_{n}=[0,1-1 / n]$.

## Example 2.1.3.

$$
A_{n}= \begin{cases}\Omega, & n \text { odd }  \tag{2.14}\\ \varnothing, & n \text { even }\end{cases}
$$

Theorem 1.4.5. A distribution function satisfies the following properties:
i) For all $x \leq y \in \mathbb{R}, F(x) \leq F(y)$;
ii) $\lim _{x \rightarrow-\infty} F(x)=0$ and $\lim _{x \rightarrow \infty} F(x)=1$;
iii) $F$ is right-continuous.

Proof. It remains to prove ii) and iii). Suppose $x_{n} \uparrow \infty$ and $y_{n} \downarrow-\infty$, so that $\{\omega: X(\omega)<$ $\left.x_{n}\right\} \nearrow\{\omega: X(\omega)<\infty\}$ and $\left\{\omega: X(\omega)<y_{n}\right\} \searrow\{\omega: X(\omega)<-\infty\}$. By continuity of measure, $F\left(x_{n}\right) \uparrow \mathbb{P}(X(\omega)<\infty)=1$ and $F\left(y_{n}\right) \downarrow \mathbb{P}(X(\omega)<-\infty)=0$. Since these were arbitrary sequences, ii) holds.

Now, fix an arbitrary $x \in \mathbb{R}$ and suppose $x_{n} \downarrow x$. By the same logic, $\left\{\omega: X(\omega)<x_{n}\right\} \searrow\{\omega: X(\omega)<$ $x\}$, so $F\left(x_{n}\right) \downarrow F(x)$, showing iii).

Definition 2.1.4. Consider a sequence $A_{1}, A_{2}, \cdots \subseteq \Omega$. Define the tail events by

$$
\begin{equation*}
\limsup _{n \longrightarrow \infty} A_{n}=\left\{A_{n} \text { i.o. }\right\}=\bigcap_{n=1}^{\infty} \bigcup_{k=n}^{\infty} A_{k} \tag{2.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\liminf _{n \longrightarrow \infty} A_{n}=\left\{A_{n} \text { a.a. }\right\}=\bigcup_{n=1}^{\infty} \bigcap_{k=n}^{\infty} A_{k} . \tag{2.16}
\end{equation*}
$$

Corollary 2.1.5. $\mathbb{P}\left(A_{n}\right.$ i.o. $)=1-\mathbb{P}\left(A_{n}^{c}\right.$ a.a. $)$.

## Proposition 2.1.6.

$$
\begin{equation*}
\mathbb{P}\left(A_{n} \text { a.a. }\right) \leq \liminf _{n \longrightarrow \infty} \mathbb{P}\left(A_{n}\right) \leq \limsup _{n \longrightarrow \infty} \mathbb{P}\left(A_{n}\right) \leq \mathbb{P}\left(A_{n} \text { i.o. }\right) . \tag{2.17}
\end{equation*}
$$

Proof. Observe that $\bigcap_{k=n}^{\infty} A_{k} \subseteq \bigcap_{k=n+1}^{\infty} A_{k}$ for all $n$. So,

$$
\begin{align*}
\mathbb{P}\left(A_{n} \text { a.a. }\right) & =P\left(\bigcup_{n=1}^{\infty} \bigcap_{k=n}^{\infty} A_{k}\right)  \tag{2.18}\\
& =\lim _{n \rightarrow \infty} P\left(\bigcap_{k=n}^{\infty} A_{k}\right)  \tag{2.19}\\
& =\liminf _{n \longrightarrow \infty} P\left(\bigcap_{k=n}^{\infty} A_{k}\right)  \tag{2.20}\\
& \leq \liminf _{n \longrightarrow \infty} P\left(A_{n}\right) . \tag{2.21}
\end{align*}
$$

The second inequality is by definition. The third inequality is an exercise.

## Theorem 2.1.7 (Borel-Cantelli Lemma).

i) If $\sum_{n=1}^{\infty} \mathbb{P}\left(A_{n}\right)<\infty$, then $\mathbb{P}\left(A_{n}\right.$ i.o. $)=0$;
ii) If $\sum_{n=1}^{\infty} \mathbb{P}\left(A_{n}\right)=\infty$ and $\left\{A_{n}\right\}$ are independent, then $\mathbb{P}\left(A_{n}\right.$ i.o. $)=1$.

Proof. For i), observe that $\bigcup_{k=n+1}^{\infty} A_{k} \subseteq \bigcup_{k=n}^{\infty} A_{k}$ for all $n$. Thus,

$$
\begin{align*}
\mathbb{P}\left(A_{n} \text { i.o. }\right) & =\mathbb{P}\left(\bigcap_{n=1}^{\infty} \bigcup_{k=n}^{\infty} A_{k}\right)  \tag{2.22}\\
& =\lim _{n \rightarrow \infty} \mathbb{P}\left(\bigcup_{k=n}^{\infty} A_{k}\right)  \tag{2.23}\\
& \leq \lim _{n \rightarrow \infty} \sum_{k=n}^{\infty} \mathbb{P}\left(A_{k}\right)  \tag{2.24}\\
& =0 . \tag{2.25}
\end{align*}
$$

For ii), observe that $\bigcap_{k=n}^{\infty} A_{k}^{c} \subseteq \bigcap_{k=n+1}^{\infty} A_{k}^{c}$ for all $n$. Thus,

$$
\begin{align*}
1-\mathbb{P}\left(A_{n} \text { i.o. }\right) & =\mathbb{P}\left(\left(A_{n} \text { i.o. }\right)^{c}\right)  \tag{2.26}\\
& =\mathbb{P}\left(\bigcup_{n=1}^{\infty} \bigcap_{k=n}^{\infty} A_{k}^{c}\right)  \tag{2.27}\\
& =\lim _{n \rightarrow \infty} \mathbb{P}\left(\bigcap_{k=n}^{\infty} A_{k}^{c}\right)  \tag{2.28}\\
& =\lim _{n \rightarrow \infty} \prod_{k=n}^{\infty}\left[1-\mathbb{P}\left(A_{k}\right)\right]  \tag{2.29}\\
& \leq \lim _{n \rightarrow \infty} \prod_{k=n}^{\infty} e^{-\mathbb{P}\left(A_{k}\right)}  \tag{2.30}\\
& =\lim _{n \rightarrow \infty} e^{-\sum_{k=n}^{\infty} \mathbb{P}\left(A_{k}\right)}  \tag{2.31}\\
& =\lim _{n \rightarrow \infty} 0  \tag{2.32}\\
& =0 . \tag{2.33}
\end{align*}
$$

Example 2.1.8 (converse does not hold for i)). Uniform measure and $A_{n}=[0,1 / n]$. Then,

$$
\begin{align*}
A_{n} \text { i.o. } & =\bigcap_{n=1}^{\infty} \bigcup_{k=n}^{\infty}[0,1 / k]  \tag{2.34}\\
& =\varnothing \tag{2.35}
\end{align*}
$$

but $\sum_{n=1}^{\infty} \mathbb{P}\left(A_{n}\right)=\sum_{n=1}^{\infty} 1 / n=\infty$.
Example 2.1.9 (independence is needed for ii)). Define $c_{1}, c_{2}, \ldots$ such that $c_{i}$ is a fair coin toss. Let $A_{1}, A_{2}, \ldots$ be such that $A_{i}=\left\{c_{1}=1\right\}$. Then, $\sum_{n=1}^{\infty} \mathbb{P}\left(A_{n}\right)=\sum_{n=1}^{\infty} 1 / 2=\infty$ and $\mathbb{P}\left(A_{n}\right.$ i.o. $)=\mathbb{P}\left(A_{n}\right)=1 / 2$.

### 2.2. Types of Convergence

Definition 2.2.1. A sequence of random variables $X_{n}$ converges almost surely to $X$ if

$$
\begin{equation*}
\mathbb{P}\left(\lim _{n \rightarrow \infty} X_{n}=X\right)=1 \tag{2.36}
\end{equation*}
$$

and is denoted by $X_{n} \longrightarrow X$ a.s.

Proposition 2.2.2. If for all $\varepsilon>0, \mathbb{P}\left(\left|X_{n}-X\right|>\varepsilon\right.$ i.o. $)=0$, then $X_{n} \longrightarrow X$ a.s.
Proof. Consider that $\lim _{n \rightarrow \infty} X_{n}(\omega)=X(\omega)$ if and only if for all $\varepsilon>0,\left|X_{n}(\omega)-X(\omega)\right|<\varepsilon$ for all but finitely many $n$. Thus,

$$
\begin{equation*}
\mathbb{P}\left(\lim _{n \rightarrow \infty} X_{n}=X\right)=\mathbb{P}\left(\forall \varepsilon>0,\left|X_{n}(\omega)-X(\omega)\right|<\varepsilon \text { a.a. }\right)=1-\mathbb{P}\left(\exists \varepsilon>0,\left|X_{n}(\omega)-X(\omega)\right| \geq \varepsilon \text { i.o. }\right) \tag{2.37}
\end{equation*}
$$

Next,

$$
\begin{align*}
\mathbb{P}\left(\exists \varepsilon>0,\left|X_{n}(\omega)-X(\omega)\right| \geq \varepsilon \text { i.o. }\right) & \leq \mathbb{P}\left(\exists \varepsilon \in \mathbb{Q}_{+},\left|X_{n}(\omega)-X(\omega)\right| \geq \varepsilon \text { i.o. }\right)  \tag{2.38}\\
& \leq \sum_{\varepsilon \in \mathbb{Q}_{+}} \mathbb{P}\left(\left|X_{n}(\omega)-X(\omega)\right| \geq \varepsilon \text { i.o. }\right)  \tag{2.39}\\
& =0 . \tag{2.40}
\end{align*}
$$

Corollary 2.2.3. If for all $\varepsilon>0, \sum_{n=1}^{\infty} \mathbb{P}\left(\left|X_{n}(\omega)-X(\omega)\right| \geq \varepsilon\right)<\infty, X_{n} \longrightarrow X$ a.s.
Proof. Borel-Cantelli combined with the assumption implies the hypothesis of Proposition 2.2.2.

Definition 2.2.4. A sequence of random variables $X_{n}$ converges in probability to $X$ if for all $\varepsilon>0$

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{P}\left(\left|X_{n}-X\right| \leq \varepsilon\right)=1 \tag{2.41}
\end{equation*}
$$

and is denoted by $X_{n} \xrightarrow{\mathbb{P}} X$.

Proposition 2.2.5. If $X_{n} \longrightarrow X$ a.s. then $X_{n} \xrightarrow{\mathbb{P}} X$.
Proof. Fix $\varepsilon>0$ and let $E_{n}=\left\{\omega: \exists m \geq n,\left|X_{m}(\omega)-X(\omega)\right| \geq \varepsilon\right\}$. Observe that $E_{n+1} \subseteq E_{n}$, and if $\omega \in \bigcap_{n=1}^{\infty} E_{n}$ then $X_{n}(\omega) \nrightarrow X(\omega)$. Thus, using continuity of probability,

$$
\begin{align*}
\lim _{n \rightarrow \infty} \mathbb{P}\left(\left|X_{n}(\omega)-X(\omega)\right| \geq \varepsilon\right) & \leq \lim _{n \rightarrow \infty} \mathbb{P}\left(E_{n}\right)  \tag{2.42}\\
& =\mathbb{P}\left(\bigcap_{n=1}^{\infty} E_{n}\right)  \tag{2.43}\\
& \leq \mathbb{P}\left(X_{n} \nrightarrow X\right)  \tag{2.44}\\
& =0 \tag{2.45}
\end{align*}
$$

Example 2.2.6. $X_{n}$ independent with $\mathbb{P}\left(X_{n}=1\right)=1 / n, \mathbb{P}\left(X_{n}=0\right)=1-1 / n$. For all $\varepsilon>0$,

$$
\begin{equation*}
\mathbb{P}\left(X_{n}>\varepsilon\right)=1 / n \longrightarrow 0 . \tag{2.46}
\end{equation*}
$$

So, $X_{n} \xrightarrow{\mathbb{P}} 0$. But, $P\left(X_{n}=1\right.$ i.o. $)=1$, so $P\left(X_{n} \longrightarrow 0\right)=0$.

Theorem 2.2.7. If $X_{n} \xrightarrow{\mathbb{P}} X$, there exists a subsequence such that $X_{n_{k}} \longrightarrow X$ a.s.
Proof. By definition, for each $k \in \mathbb{N}$, there exists $n_{k}$ such that for $n \geq n_{k}$

$$
\begin{equation*}
\mathbb{P}\left(\left|X_{n}-X\right|>2^{-k}\right) \leq 2^{-k} \tag{2.47}
\end{equation*}
$$

Further, choose these such that $n_{k+1} \geq n_{k}$, and define the sets

$$
\begin{equation*}
A_{k}=\left\{\omega:\left|X_{n_{k}}(\omega)-X(\omega)\right|>2^{-k}\right\} \tag{2.48}
\end{equation*}
$$

Clearly,

$$
\begin{equation*}
\sum_{k=1}^{\infty} \mathbb{P}\left(A_{k}\right) \leq \sum_{k=1}^{\infty} 2^{-k}<\infty \tag{2.49}
\end{equation*}
$$

so by Borel Cantelli $\mathbb{P}\left(A_{k}\right.$ i.o. $)=0$. Finally, observe that $\left|X_{n_{k}}(\omega)-X(\omega)\right|>2^{-k}$ only finitely many times implies $X_{n}(\omega) \longrightarrow X(\omega)$, so

$$
\begin{equation*}
1=\mathbb{P}\left[\left(A_{k} \text { i.o. }\right)^{c}\right] \leq \mathbb{P}\left(X_{n} \longrightarrow X\right) \tag{2.50}
\end{equation*}
$$

Theorem 2.2.8 (Continuous Mapping Theorem). If $f$ is a continuous function then
i) $X_{n} \longrightarrow X$ a.s. implies that $f\left(X_{n}\right) \longrightarrow f(X)$ a.s.;
ii) $X_{n} \xrightarrow{\mathbb{P}} X$ implies that $f\left(X_{n}\right) \xrightarrow{\mathbb{P}} f(X)$;

Proof.
i) $f$ continuous means that $X_{n}(\omega) \rightarrow X(\omega)$ implies $f\left(X_{n}(\omega)\right) \rightarrow f(X(\omega))$, so

$$
\begin{equation*}
1=\mathbb{P}\left(X_{n} \rightarrow X\right) \leq \mathbb{P}\left(f\left(X_{n}\right) \rightarrow f(X)\right) \tag{2.51}
\end{equation*}
$$

ii) For all $\varepsilon>0$, there exists $\delta>0$ such that $\left|X_{n}(\omega)-X(\omega)\right| \leq \delta$ implies $\left|f\left(X_{n}(\omega)\right)-f(X(\omega))\right| \leq$ $\varepsilon$, but

$$
\begin{equation*}
1=\lim _{n \rightarrow \infty} \mathbb{P}\left(\left|X_{n}-X\right| \leq \delta\right) \leq \lim _{n \rightarrow \infty} \mathbb{P}\left(\left|f\left(X_{n}\right)-f(X)\right| \leq \varepsilon\right) \tag{2.52}
\end{equation*}
$$

### 2.3. Exercises

Exercise 2.1. Prove the third inequality of Proposition 2.1.6.

Exercise 2.2 (Rosenthal 3.6.7). Consider $\Omega=\{a, b, c\}$ with the measure $\mathbb{P}(a)=\mathbb{P}(b)=\mathbb{P}(c)=$ $1 / 3$. Find examples of $A_{n} \subseteq \Omega$ such that the inequalities in Proposition 2.1.6 are strict.

Exercise 2.3 (Rosenthal 3.6.9). Prove that for any collections $\left\{A_{n}\right\}$ and $\left\{B_{n}\right\}$,

$$
\begin{equation*}
\limsup \left(A_{n} \cap B_{n}\right) \subseteq \lim \sup A_{n} \cap \lim \sup B_{n}, \tag{2.53}
\end{equation*}
$$

and find example where the inclusion is strict and where it is equality.

Exercise 2.4 (Rosenthal 3.6.12). Let $X$ be a random variable such that $\mathbb{P}(X>0)>0$. Prove that there exists a $\delta>0$ such that $\mathbb{P}(X \geq \delta)>0$.

Exercise 2.5. Find an example of $\mathbb{P}$ and $A_{n}$ such that $\sum_{n=1}^{\infty} \mathbb{P}\left(A_{n}\right)=\infty$ but $\mathbb{P}\left(A_{n}\right.$ i.o. $)=1$.
Exercise 2.6. Find a sequence $X_{n}$ and $X$ such that $X_{n} \xrightarrow{\mathbb{P}} X$ but $X_{n} \nrightarrow X$ a.s.
Exercise 2.7. Show that $X_{n} \longrightarrow X$ a.s. or $X_{n} \xrightarrow{\mathbb{P}} X$ if and only if $\left(X_{n}-X\right) \longrightarrow 0$ a.s. or $\left(X_{n}-X\right) \xrightarrow{\mathbb{P}} 0$ respectively.

Exercise 2.8. Show that if $X_{n}-a_{n} \xrightarrow{\mathbb{P}} 0$ and $a_{n} \rightarrow a$, then $X_{n} \xrightarrow{\mathbb{P}} a$.

## LECTURE 3

## EXPECTATION

### 3.1. Simple Random Variables

Definition 3.1.1 (Simple Expectation). If $X$ only takes finitely many values $x_{1}, \ldots, x_{n}$, and $A_{i}=\left\{\omega: X(\omega)=x_{i}\right\}$, define the expectation of $X$ by

$$
\begin{equation*}
\mathbb{E} X=\sum_{i=1}^{n} x_{i} \mathbb{P}\left(A_{i}\right) \tag{3.1}
\end{equation*}
$$

Example 3.1.2. For an arbitrary set $A \subset \Omega$, let $Y(\omega)=\mathbb{1}\{\omega \in A\}$. Then, $\mathbb{E} Y=\mathbb{P}(A)$.

Example 3.1.3. $P$ is uniform measure on $\Omega=[0,1]$, and

$$
X(\omega)= \begin{cases}5, & \omega>1 / 3  \tag{3.2}\\ 3, & \omega \leq 1 / 3\end{cases}
$$

Proposition 3.1.4. If $X$ and $Y$ are simple random variables, the following properties hold.
i) If $X \geq 0$ a.s., $\mathbb{E} X \geq 0$;
ii) For all $a \in \mathbb{R}, \mathbb{E} a X=a \mathbb{E} X$;
iii) $\mathbb{E}(X+Y)=\mathbb{E} X+\mathbb{E} Y$.

Proof. Both i) and ii) are trivial. For iii), let $X$ take values $x_{1}, \ldots, x_{n}$ on sets $A_{1}, \ldots, A_{n}$ and $Y$ take values $y_{1}, \ldots, y_{n}$ on sets $B_{1}, \ldots, B_{n}$. Observe that there are $m+n$ events $C_{i j}=\left\{X=x_{i} \cap Y=y_{j}\right\}$. Then,

$$
\begin{align*}
\mathbb{E}(X+Y) & =\sum_{i=1}^{n} \sum_{j=1}^{m}\left(x_{i}+y_{j}\right) \mathbb{P}\left(C_{i j}\right)  \tag{3.3}\\
& =\sum_{i=1}^{n} x_{i} \sum_{j=1}^{m} \mathbb{P}\left(X=x_{i} \cap Y=y_{j}\right)+\sum_{j=1}^{m} y_{j} \sum_{i=1}^{n} \mathbb{P}\left(X=x_{i} \cap Y=y_{j}\right)  \tag{3.4}\\
& =\sum_{i=1}^{n} x_{i} \mathbb{P}\left(X=x_{i}\right)+\sum_{j=1}^{m} y_{j} \mathbb{P}\left(Y=y_{j}\right) . \tag{3.5}
\end{align*}
$$

Lemma 3.1.5. If properties i) to iii) hold, the following properties also hold.
iv) If $X \leq Y$ a.s. then $\mathbb{E} X \leq \mathbb{E} Y$;
v) If $X=Y$ a.s. then $\mathbb{E} X \leq \mathbb{E} Y$;
vi) $|\mathbb{E} X| \leq \mathbb{E}|X|$.

Proof.
iv) $X \leq Y$ a.s. $\Longrightarrow Y-X \geq 0$ a.s. $\Longrightarrow \mathbb{E}(Y-X) \geq 0 \Longrightarrow \mathbb{E} Y \geq \mathbb{E} X$;
v) $X=Y$ a.s. $\Longrightarrow X \leq Y$ a.s and $Y \leq X$ a.s. so $\mathbb{E} X \leq \mathbb{E} Y$ and $\mathbb{E} Y \leq \mathbb{E} X$;
vi) Trivially, $X \leq|X|$ and $-X \leq|X|$, so $\mathbb{E} X \leq \mathbb{E}|X|$ and $-\mathbb{E} X=\mathbb{E}(-X) \leq \mathbb{E}|X|$.

### 3.2. Bounded Random Variables

Definition 3.2.1. A random variable $X$ is bounded if there exists $M<\infty$ such that $|X| \leq M$ a.s.

Proposition 3.2.2. If $X$ is bounded,

$$
\begin{equation*}
\inf \{\mathbb{E} Z: Z \text { simple, } Z \geq X \text { a.s. }\}=\sup \{\mathbb{E} Y: Y \text { simple, } Y \leq X \text { a.s. }\} . \tag{3.6}
\end{equation*}
$$

Proof. Define $L=\sup \{\mathbb{E} Y: Y$ simple, $Y \leq X$ a.s. $\}$ and $U=\inf \{\mathbb{E} Z: Z$ simple, $Z \geq X$ a.s. $\}$. Since $Y \leq X$ a.s. and $X \leq Z$ a.s. implies $\mathbb{E} Y \leq \mathbb{E} Z, L \leq U$.

Now, consider an arbitrary $n$, and for each $k$ in $\{-n, \ldots, n\}$, define

$$
\begin{equation*}
E_{k}=\left\{\omega \in \Omega: \frac{k M}{n} \geq X(\omega)>\frac{(k-1) M}{n}\right\} . \tag{3.7}
\end{equation*}
$$

Define the simple random variables

$$
\begin{equation*}
\psi_{n}(\omega)=\sum_{-n}^{n} \frac{k M}{n} \mathbb{1}\left\{\omega \in E_{k}\right\} \text { and } \phi_{n}(\omega)=\sum_{-n}^{n} \frac{(k-1) M}{n} \mathbb{1}\left\{\omega \in E_{k}\right\} . \tag{3.8}
\end{equation*}
$$

Observe that $\psi_{n}(\omega)-\phi_{n}(\omega)=M / n, \psi_{n}(\omega) \geq X(\omega)$, and $\phi_{n}(\omega) \leq X(\omega)$. Thus,

$$
\begin{align*}
U & \leq \mathbb{E} \psi_{n}  \tag{3.9}\\
& =\mathbb{E} \phi_{n}+M / n  \tag{3.10}\\
& \leq L+M / n . \tag{3.11}
\end{align*}
$$

Since this is true for all $n, U \leq L$.

Definition 3.2.3 (Bounded Expectation). If $X$ is bounded, define

$$
\begin{equation*}
\inf \{\mathbb{E} Z: Z \text { simple, } Z \geq X \text { a.s. }\}=\mathbb{E} X=\sup \{\mathbb{E} Y: Y \text { simple, } Y \leq X \text { a.s. }\} . \tag{3.12}
\end{equation*}
$$

Proposition 3.2.4. If $X$ is bounded, $\mathbb{E} X$ satisfies properties i) to iii).
Proof. For i), if $X \geq 0$ a.s., there exists simple $Y$ such that $X \geq Y \geq 0$ a.s., so $\sup \{\mathbb{E} Y$ : $Y$ simple, $Y \leq X$ a.s. $\} \geq \mathbb{E} Y \geq 0$. For ii), consider $a>0$. Then,

$$
\begin{align*}
\mathbb{E} X & =\sup \{\mathbb{E} Y: Y \text { simple, } Y \leq X \text { a.s. }\}  \tag{3.13}\\
& =\frac{1}{a} \sup \{\mathbb{E} a Y: Y \text { simple, } a Y \leq a X \text { a.s. }\}  \tag{3.14}\\
& =\frac{1}{a} \mathbb{E} a X \tag{3.15}
\end{align*}
$$

If $a<0$ then use inf. For iii),

$$
\begin{align*}
\mathbb{E} X+\mathbb{E} Y & =\sup \{\mathbb{E} W: W \text { simple, } W \leq X \text { a.s. }\}+\sup \{\mathbb{E} V: V \text { simple, } V \leq Y \text { a.s. }\}  \tag{3.16}\\
& =\sup \{\mathbb{E} W+\mathbb{E} V: W, V \text { simple, } W \leq X \text { a.s. and } V \leq Y \text { a.s. }\}  \tag{3.17}\\
& =\sup \{\mathbb{E}(W+V): W, V \text { simple, } W \leq X \text { a.s. and } V \leq Y \text { a.s. }\}  \tag{3.18}\\
& \leq \sup \{\mathbb{E}(W+V): W, V \text { simple, }(W+V) \leq(X+Y) \text { a.s. }\}  \tag{3.19}\\
& =\mathbb{E}(X+Y) \tag{3.20}
\end{align*}
$$

Also,

$$
\begin{align*}
\mathbb{E} X+\mathbb{E} Y & =\inf \{\mathbb{E} W: W \text { simple, } W \geq X \text { a.s. }\}+\inf \{\mathbb{E} V: V \text { simple, } V \geq Y \text { a.s. }\}  \tag{3.21}\\
& =\inf \{\mathbb{E} W+\mathbb{E} V: W, V \text { simple, } W \geq X \text { a.s. and } V \geq Y \text { a.s. }\}  \tag{3.22}\\
& =\inf \{\mathbb{E}(W+V): W, V \text { simple, } W \geq X \text { a.s. and } V \geq Y \text { a.s. }\}  \tag{3.23}\\
& \geq \inf \{\mathbb{E}(W+V): W, V \text { simple, }(W+V) \geq(X+Y) \text { a.s. }\}  \tag{3.24}\\
& =\mathbb{E}(X+Y) . \tag{3.25}
\end{align*}
$$

### 3.3. Non-Negative Random Variables

Definition 3.3.1 (Non-Negative Expectation). If $X \geq 0$ a.s., define

$$
\begin{equation*}
\mathbb{E} X=\sup \{\mathbb{E} Y: Y \text { bounded, } 0 \leq Y \leq X \text { a.s. }\} \tag{3.26}
\end{equation*}
$$

Lemma 3.3.2. Let $X \geq 0$ a.s., and recall notation $a \wedge b=\min \{a, b\}$. Then,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{E}(X \wedge n)=\mathbb{E} X \tag{3.27}
\end{equation*}
$$

Proof. Define $X_{n}=X \wedge n$. Clearly $X_{n} \leq X$, so $\mathbb{E} X_{n} \leq \mathbb{E} X$. Also $\mathbb{E} X_{n} \leq \mathbb{E} X_{n+1}$ for all $n$, so the limit exists, and thus $\lim _{n \rightarrow \infty} \mathbb{E} X_{n} \leq \mathbb{E} X$. Consider a bounded $Y$ such that $0 \leq Y \leq X$ a.s. Then, for large $n, \mathbb{E} X_{n} \geq \mathbb{E} Y$, so $\lim _{n \rightarrow \infty} \mathbb{E} X_{n} \geq \sup \{\mathbb{E} Y: Y$ bounded, $0 \leq Y \leq X$ a.s. $\}=\mathbb{E} X$.

Proposition 3.3.3. If $X \geq 0$ a.s., $\mathbb{E} X$ satisfies properties i) to iii).
Proof. For i) the proof is the same as for bounded random variables. For ii)

$$
\begin{align*}
\mathbb{E} X & =\sup \{\mathbb{E} Y: Y \text { bounded, } 0 \leq Y \leq X \text { a.s. }\}  \tag{3.28}\\
& =\frac{1}{a} \sup \{\mathbb{E} a Y: Y \text { bounded, } 0 \leq a Y \leq a X \text { a.s. }\}  \tag{3.29}\\
& =\frac{1}{a} \mathbb{E} a X \tag{3.30}
\end{align*}
$$

For iii), by the same argument as for bounded random variables,

$$
\begin{equation*}
\mathbb{E} X+\mathbb{E} Y \leq \sup \{\mathbb{E} Z: Z \text { bounded, } 0 \leq Z \leq X+Y \text { a.s. }\}=\mathbb{E}(X+Y) \tag{3.31}
\end{equation*}
$$

Also,

$$
\begin{align*}
\mathbb{E}(X+Y) & =\lim _{n \rightarrow \infty} \mathbb{E}[(X+Y) \wedge n]  \tag{3.32}\\
& \leq \lim _{n \rightarrow \infty} \mathbb{E}[(X \wedge n)+(Y \wedge n)]  \tag{3.33}\\
& =\lim _{n \rightarrow \infty}[\mathbb{E}(X \wedge n)+\mathbb{E}(Y \wedge n)]  \tag{3.34}\\
& =\mathbb{E} X+\mathbb{E} Y . \tag{3.35}
\end{align*}
$$

### 3.4. Integrable Random Variables

Example 3.4.1. Consider the uniform measure on $[0,1]$, and let $X(\omega)=2^{k}$ when $2^{-k} \leq \omega<2^{-(k-1)}$, $k \in \mathbb{N}$. Then, for any $n$, let $X_{n}(\omega)=2^{k}$ when $2^{-k} \leq \omega<2^{-(k-1)}, k \in[n]$ and 0 otherwise. Clearly, $X_{n} \leq X, X_{n}$ simple, and $\mathbb{E} X_{n}=\sum_{k=1}^{n} 2^{k}\left(2^{-(k-1)}-2^{-k}\right)=2^{k} 2^{-k}=n$. Thus, for any $n$, $\sup \{\mathbb{E} Y: Y$ simple, $Y \leq X$ a.s. $\} \geq n$, so $\mathbb{E} X=\infty$.

Definition 3.4.2. A random variable $X$ is integrable if $\mathbb{E}|X|<\infty$.

Definition 3.4.3 (Integrable Expectation). For any random variable $X$, let $X^{+}(\omega)=$ $\max \{X(\omega), 0\}$ and $X^{-}(\omega)=\max \{-X(\omega), 0\}$. Observe that both $X^{+}$and $X^{-}$are non-negative, $X=X^{+}-X^{-}$, and $|X|=X^{+}+X^{-}$. Then, if $X$ is integrable, define $\mathbb{E} X=\mathbb{E} X^{+}-\mathbb{E} X^{-}$.

Proposition 3.4.4. If $X$ is integrable, properties i) to iii) hold.
Proof. For i), observe that $X^{-}=0$. For ii), if $a>0$,

$$
\begin{align*}
\mathbb{E} a X & =\mathbb{E}(a X)^{+}-\mathbb{E}(a X)^{-}  \tag{3.36}\\
& =\mathbb{E} a X^{+}-\mathbb{E} a X^{-}  \tag{3.37}\\
& =a\left(\mathbb{E} X^{+}-\mathbb{E} X^{-}\right)  \tag{3.38}\\
& =a \mathbb{E} X . \tag{3.39}
\end{align*}
$$

If $a<0$,

$$
\begin{align*}
\mathbb{E} a X & =\mathbb{E}(a X)^{+}-\mathbb{E}(a X)^{-}  \tag{3.40}\\
& =\mathbb{E}\left(-a X^{-}\right)-\mathbb{E}\left(-a X^{+}\right)  \tag{3.41}\\
& =a\left(\mathbb{E} X^{+}-\mathbb{E} X^{-}\right)  \tag{3.42}\\
& =a \mathbb{E} X . \tag{3.43}
\end{align*}
$$

For iii), since $\mathbb{E}(X+Y)^{-} \leq \mathbb{E}|X+Y| \leq \mathbb{E}|X|+\mathbb{E}|Y|<\infty$,

$$
\begin{align*}
\mathbb{E}(X+Y) & =\mathbb{E}(X+Y)^{+}-\mathbb{E}(X+Y)^{-}  \tag{3.44}\\
& =\mathbb{E}\left(X^{+}+Y^{+}\right)-\mathbb{E}\left(X^{-}+Y^{-}\right)  \tag{3.45}\\
& =\mathbb{E}\left(X^{+}-X^{-}\right)+\mathbb{E}\left(Y^{+}-Y^{-}\right)  \tag{3.46}\\
& =\mathbb{E} X+\mathbb{E} Y . \tag{3.47}
\end{align*}
$$

### 3.5. Familiar Properties

Theorem 3.5.1. If $X$ and $Y$ are independent with $\mathbb{E} X, \mathbb{E} Y<\infty$, then $\mathbb{E}(X Y)=(\mathbb{E} X)(\mathbb{E} Y)$.
Proof. First, suppose $X$ and $Y$ are simple, so that $X=\sum_{i=1}^{n} x_{i} \mathbb{1}\left\{A_{i}\right\}$ and $Y=\sum_{j=1}^{m} y_{j} \mathbb{1}\left\{B_{j}\right\}$. Then,

$$
\begin{align*}
\mathbb{E}(X Y) & =\mathbb{E}\left[\sum_{i=1}^{n} \sum_{j=1}^{m} x_{i} y_{j} \mathbb{1}\left\{A_{i} \cap B_{j}\right\}\right]  \tag{3.48}\\
& =\sum_{i=1}^{n} \sum_{j=1}^{m} x_{i} y_{j} \mathbb{P}\left(X \in A_{i}, Y \in B_{j}\right)  \tag{3.49}\\
& =\sum_{i=1}^{n} \sum_{j=1}^{m} x_{i} y_{j} \mathbb{P}\left(X \in A_{i}\right) \mathbb{P}\left(Y \in B_{j}\right)  \tag{3.50}\\
& =\sum_{i=1}^{n} x_{i} \mathbb{P}\left(X \in A_{i}\right) \sum_{j=1}^{m} y_{j} \mathbb{P}\left(Y \in B_{j}\right)  \tag{3.51}\\
& =(\mathbb{E} X)(\mathbb{E} Y) . \tag{3.52}
\end{align*}
$$

Next suppose that $X$ and $Y$ are bounded and non-negative. Then, since $Z_{1} \geq X, Z_{2} \geq Y$ implies $Z_{1} Z_{2} \geq X Y$

$$
\begin{align*}
(\mathbb{E} X)(\mathbb{E} Y) & =\inf \left\{\mathbb{E} Z_{1}: Z_{1} \text { simple }, Z_{1} \geq X \text { a.s. }\right\} \inf \left\{\mathbb{E} Z_{2}: Z_{2} \text { simple }, Z_{2} \geq Y \text { a.s. }\right\}  \tag{3.53}\\
& =\inf \left\{\left(\mathbb{E} Z_{1}\right)\left(\mathbb{E} Z_{2}\right): Z_{1}, Z_{2} \text { simple and independent }, Z_{1} \geq X, Z_{2} \geq Y \text { a.s. }\right\}  \tag{3.54}\\
& \geq \inf \left\{\mathbb{E}\left(Z_{1} Z_{2}\right): Z_{1}, Z_{2} \text { simple and independent }, Z_{1} Z_{2} \geq X Y \text { a.s. }\right\}  \tag{3.55}\\
& \geq \inf \{\mathbb{E}(Z): Z \text { simple }, Z \geq X Y \text { a.s. }\}  \tag{3.56}\\
& =\mathbb{E}(X Y) . \tag{3.57}
\end{align*}
$$

Similarly,

$$
\begin{align*}
(\mathbb{E} X)(\mathbb{E} Y) & =\sup \left\{\mathbb{E} Z_{1}: Z_{1} \text { simple }, Z_{1} \leq X \text { a.s. }\right\} \sup \left\{\mathbb{E} Z_{2}: Z_{2} \text { simple }, Z_{2} \leq Y \text { a.s. }\right\}  \tag{3.58}\\
& =\sup \left\{\left(\mathbb{E} Z_{1}\right)\left(\mathbb{E} Z_{2}\right): Z_{1}, Z_{2} \text { simple and independent }, Z_{1} \leq X, Z_{2} \leq Y \text { a.s. }\right\}  \tag{3.59}\\
& \leq \sup \left\{\mathbb{E}\left(Z_{1} Z_{2}\right): Z_{1}, Z_{2} \text { simple and independent }, 0 \leq Z_{1} Z_{2} \leq X Y \text { a.s. }\right\}  \tag{3.60}\\
& \leq \sup \{\mathbb{E}(Z): Z \text { simple }, 0 \leq Z \leq X Y \text { a.s. }\}  \tag{3.61}\\
& =\mathbb{E}(X Y) \tag{3.62}
\end{align*}
$$

That is $\mathbb{E}(X Y)=(\mathbb{E} X)(\mathbb{E} Y)$. Now, recalling that if $X$ and $Y$ are independent then all combinations of $X^{+}, X^{-}, Y^{+}$, and $Y^{-}$are independent, for arbitrary bounded and independent $X, Y$,

$$
\begin{align*}
\mathbb{E}(X Y) & =\mathbb{E}\left[\left(X^{+}-X^{-}\right)\left(Y^{+}-Y^{-}\right)\right]  \tag{3.63}\\
& =\mathbb{E}\left[X^{+} Y^{+}-X^{-} Y^{+}-X^{+} Y^{-}-X^{-} Y^{-}\right]  \tag{3.64}\\
& =\left(\mathbb{E} X^{+}\right)\left(\mathbb{E} Y^{+}\right)-\left(\mathbb{E} X^{-}\right)\left(\mathbb{E} Y^{+}\right)-\left(\mathbb{E} X^{+}\right)\left(\mathbb{E} Y^{-}\right)-\left(\mathbb{E} X^{-}\right)\left(\mathbb{E} Y^{-}\right)  \tag{3.65}\\
& =(\mathbb{E} X)(\mathbb{E} Y), \tag{3.66}
\end{align*}
$$

where we applied the result for bounded and non-negative repeatedly. This argument can be repeated for the non-negative case and the integrable case.

Definition 3.5.2. The variance of a random variable $X$ is defined as $\operatorname{var}(X)=\mathbb{E}\left[(X-\mathbb{E} X)^{2}\right]$. The covariance of random variables $X$ and $Y$ is $\operatorname{cov}(X, Y)=\mathbb{E}[(X-\mathbb{E} X)(Y-\mathbb{E} Y)]$. The correlation between random variables $X$ and $Y$ is $\operatorname{corr}(X, Y)=\operatorname{cov}(X, Y) / \sqrt{\operatorname{var}(X) \operatorname{var}(Y)}$.

### 3.6. Exercises

Exercise 3.1. Show that the following properties hold:
i) $\operatorname{var}(X) \geq 0$,
ii) For any $c \in \mathbb{R}, \operatorname{var}(c X)=c^{2} \operatorname{var}(X)$,
iii) If $X$ and $Y$ are independent, $\operatorname{var}(X+Y)=\operatorname{var}(X)+\operatorname{var}(Y)$.

Exercise 3.2. Prove that Definition 3.1.1 is well-defined. That is, if $\left\{A_{i}\right\}$ and $\left\{B_{j}\right\}$ are partitions of $\Omega$ with $\sum_{i=1}^{n} x_{i} \mathbb{1}_{A_{i}}=\sum_{j=1}^{m} y_{j} \mathbb{1}_{B_{j}}$, then $\sum_{i=1}^{n} x_{i} \mathbb{P}\left(A_{i}\right)=\sum_{j=1}^{m} y_{j} \mathbb{P}\left(B_{j}\right)$.

Exercise 3.3. Prove that if $X \sim \mathbb{P}$ and $Y \sim \mathbb{P}$, then $\mathbb{E} X=\mathbb{E} Y$. Hint: start with simple random variables and work up.

Exercise 3.4 (Rosenthal 4.5.2). For $X$ such that $\mathbb{E} X<\infty$ and $a \in \mathbb{R}$, prove that $\mathbb{E}[\max \{X, a\}] \geq$ $\max \{\mathbb{E} X, a\}$.

Exercise 3.5 (Rosenthal 4.5.3). Find random variables $X, Y:[0,1] \rightarrow \mathbb{R}$ such that under the uniform measure, $\mathbb{P}(X>Y)>1 / 2$ but $\mathbb{E} X<\mathbb{E} Y$.

Exercise 3.6 (Rosenthal 4.5.10). Let $X_{1}, X_{2}$ be i.i.d. with $\mathbb{E} X_{i}=\mu$ and $\operatorname{var}\left(X_{i}\right)=\sigma^{2}$, and let $N$ be integer valued with $\mathbb{E} N=m$ and $\operatorname{var}(N)=v$ and independent from all $X_{i}$. Show that

$$
\begin{equation*}
\operatorname{var}\left(\sum_{i=1}^{N} X_{i}\right)=\sigma^{2} m+\mu^{2} v \tag{3.67}
\end{equation*}
$$

Exercise 3.7 (Rosenthal 4.5.13). Find examples of $X:[0,1] \rightarrow \mathbb{R}$ with uniform measure $\mathbb{P}$ such that
a) $\mathbb{E} X^{+}=\infty$ and $0<\mathbb{E} X^{-}<\infty$,
b) $\mathbb{E} X^{-}=\infty$ and $0<\mathbb{E} X^{+}<\infty$,
c) $\mathbb{E} X^{+}=\mathbb{E} X^{-}=\infty$,
d) $\mathbb{E} X<\infty$ but $\mathbb{E} X^{2}=\infty$.

## LECTURE 4

## PROPERTIES OF EXPECTATION

### 4.1. Concentration of Measure

Theorem 4.1.1 (Markov's Inequality). If $X \geq 0$ a.s., then for all $a>0$,

$$
\begin{equation*}
\mathbb{P}(X \geq a) \leq \frac{\mathbb{E} X}{a} \tag{4.1}
\end{equation*}
$$

Proof. Define $Z(\omega)=a \mathbb{1}\{X(\omega) \geq a\}$. Then, $Z \leq X$ a.s., and since $Z$ is simple, $\mathbb{E} Z=a P(X \geq$ a).

Corollary 4.1.2 (Chebyshev's Inequality). For all $t \geq 0$,

$$
\begin{equation*}
\mathbb{P}(|X-\mathbb{E} X| \geq t) \leq \frac{\operatorname{var}(X)}{t^{2}} \tag{4.2}
\end{equation*}
$$

Proof. Apply Markov's to $Y=(X-\mathbb{E} X)^{2}$.

Definition 4.1.3. The moment generating function of a random variable $X$ is defined by

$$
\begin{equation*}
M_{X}(\lambda)=\mathbb{E} e^{\lambda X} \tag{4.3}
\end{equation*}
$$

Corollary 4.1.4 (Chernoff's Inequality). For all $t \geq 0$,

$$
\begin{equation*}
\mathbb{P}(X \geq \mathbb{E} X+t) \leq \inf _{\lambda>0} M_{X-\mathbb{E} X}(\lambda) e^{-\lambda t} \tag{4.4}
\end{equation*}
$$

Proof. Markov's.

Definition 4.1.5. A function $f: \mathbb{R} \longrightarrow \mathbb{R}$ is convex if for all $\lambda \in(0,1)$ and $x, y \in \mathbb{R}$,

$$
\begin{equation*}
f(\lambda x+(1-\lambda) y) \leq \lambda f(x)+(1-\lambda) f(y) \tag{4.5}
\end{equation*}
$$

Lemma 4.1.6. If $Y$ satisfies $\mathbb{E} Y=0$ and $a \leq Y \leq b$ a.s., for all $\lambda>0$

$$
\begin{equation*}
M_{Y}(\lambda) \leq e^{\lambda^{2}(b-a)^{2} / 8} \tag{4.6}
\end{equation*}
$$

Proof. Since $Y \in[a, b]$, we can write it as a convex combination via $Y=\alpha a+(1-\alpha) b$ for some $\alpha \in[0,1]$. In particular, this holds for $\alpha=(b-Y) /(b-a)$. Since $e^{\lambda Y}$ is convex in $Y$,

$$
\begin{equation*}
e^{\lambda Y}=e^{\lambda[\alpha a+(1-\alpha) b]} \leq \alpha e^{\lambda a}+(1-\alpha) e^{\lambda b}=\frac{b-Y}{b-a} e^{\lambda a}+\frac{Y-a}{b-a} e^{\lambda b} \tag{4.7}
\end{equation*}
$$

Taking expectation of both sides gives

$$
\begin{equation*}
\mathbb{E} e^{\lambda Y} \leq \frac{b}{b-a} e^{\lambda a}-\frac{a}{b-a} e^{\lambda b} \tag{4.8}
\end{equation*}
$$

Then, define $p=b /(b-a)$ and $u=(b-a) \lambda$. Also, consider the function

$$
\begin{equation*}
\varphi(u)=\log \left(p e^{\lambda a}+(1-p) e^{\lambda b}\right)=\lambda a+\log \left(p+(1-p) e^{\lambda(b-a)}\right)=(p-1) u+\log \left(p+(1-p) e^{u}\right) \tag{4.9}
\end{equation*}
$$

Then, from Taylor expanding we see that there exists a $\xi \in \mathbb{R}$ such that

$$
\begin{equation*}
\varphi(u)=\varphi(0)+\varphi^{\prime}(0) u+\frac{1}{2} \varphi^{\prime \prime}(\xi) u^{2} \tag{4.10}
\end{equation*}
$$

Observe that $\varphi(0)=0$ and

$$
\begin{equation*}
\varphi^{\prime}(x)=(p-1)+\frac{(1-p) e^{x}}{p+(1-p) e^{x}}=(p-1)+1-\frac{p}{p+(1-p) e^{x}} \tag{4.11}
\end{equation*}
$$

so $\varphi^{\prime}(0)=0$ as well. Finally,

$$
\begin{equation*}
\varphi^{\prime \prime}(x)=\frac{p(1-p) e^{x}}{\left[p+(1-p) e^{x}\right]^{2}} \tag{4.12}
\end{equation*}
$$

which you can check satisfies $\varphi^{\prime \prime}(x) \leq 1 / 4$ for all $x \in \mathbb{R}$. That is,

$$
\begin{equation*}
\mathbb{E} e^{\lambda Y} \leq e^{\varphi(u)} \leq e^{u^{2} / 8} \leq e^{\lambda^{2}(b-a)^{2} / 8} \tag{4.13}
\end{equation*}
$$

Theorem 4.1.7 (Hoeffding's Inequality). Suppose $X_{1}, X_{2}, \ldots$ are independent with $a_{i} \leq X_{i} \leq b_{i}$ a.s. for all $i$. Then, letting $S_{n}=\sum_{i=1}^{n} X_{i}$, for all $t>0$

$$
\begin{equation*}
\mathbb{P}\left(\left|S_{n}-\mathbb{E} S_{n}\right| \geq t\right) \leq 2 \exp \left\{-\frac{2 t^{2}}{\sum_{i=1}^{n}\left(b_{i}-a_{i}\right)^{2}}\right\} \tag{4.14}
\end{equation*}
$$

Proof. First, we apply Chernoff's inequality to obtain

$$
\begin{equation*}
\mathbb{P}\left(S_{n}-\mathbb{E} S_{n} \geq t\right) \leq \inf _{\lambda>0} e^{-\lambda t} M_{S_{n}-\mathbb{E} S_{n}}(\lambda) \tag{4.15}
\end{equation*}
$$

By independence and the above lemma,

$$
\begin{equation*}
M_{S_{n}-\mathbb{E} S_{n}}(\lambda)=\prod_{i=1}^{n} M_{X_{i}-\mathbb{E} X_{i}}(\lambda) \leq \prod_{i=1}^{n} e^{\lambda^{2}\left(b_{i}-a_{i}\right)^{2} / 8}=\exp \left\{\frac{\lambda^{2}}{8} \sum_{i=1}^{n}\left(b_{i}-a_{i}\right)^{2}\right\} \tag{4.16}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\mathbb{P}\left(S_{n}-\mathbb{E} S_{n} \geq t\right) \leq \inf _{\lambda>0} \exp \left\{-\lambda t+\frac{\lambda^{2}}{8} \sum_{i=1}^{n}\left(b_{i}-a_{i}\right)^{2}\right\} \tag{4.17}
\end{equation*}
$$

Taking $\lambda=\frac{4 t}{\sum_{i=1}^{n}\left(b_{i}-a_{i}\right)^{2}}$ gives one direction of the result. To get the other direction consider $-X_{1}, \ldots,-X_{n}$.

### 4.2. Various Inequalities

Proposition 4.2.1 (Jensen's Inequality). If $f$ is a convex function and $X$ is a random variable such that $f(X)$ is integrable,

$$
\begin{equation*}
f(\mathbb{E} X) \leq \mathbb{E} f(X) \tag{4.18}
\end{equation*}
$$

The inequality is flipped if $f$ is concave.
Proof. Since $f$ is convex, there exists a function $g$ such that $g(x)=a x+b$ such that $g(x) \leq f(x)$ for all $x$ and $g(\mathbb{E} X)=f(\mathbb{E} X)$. Then,

$$
\begin{equation*}
\mathbb{E} f(X) \geq \mathbb{E} g(X)=\mathbb{E}[a X+b]=a \mathbb{E} X+b=g(\mathbb{E} X)=f(\mathbb{E} X) \tag{4.19}
\end{equation*}
$$

If concave then $-f$ is convex.
Example 4.2.2. $(\mathbb{E} X)^{2} \leq \mathbb{E} X^{2}, \mathbb{E} \log (X) \leq \log (\mathbb{E} X)$.

Lemma 4.2.3. If $0<p<q$,

$$
\begin{equation*}
\left[\mathbb{E}|X|^{p}\right]^{1 / p} \leq\left[\mathbb{E}|X|^{q}\right]^{1 / q} \tag{4.20}
\end{equation*}
$$

Proof. Since $q / p>1, f(x)=x^{q / p}$ is convex. Thus,

$$
\begin{equation*}
\left[\mathbb{E} X^{p}\right]^{q / p} \leq \mathbb{E}\left(X^{p}\right)^{q / p}=\mathbb{E} X^{q} . \tag{4.21}
\end{equation*}
$$

Lemma 4.2.4. If $X \geq 0$ a.s. and $\mathbb{E} X=0, X=0$ a.s.
Proof. Define $A_{n}=\{\omega \in \Omega: X(\omega)>1 / n\}$ for $n \in \mathbb{N}$. By Markov, $P\left(A_{n}\right)=0$ for all $n$. Also, $A_{n} \nearrow A=\{\omega \in \Omega: X(\omega)>0\}$, so by continuity of probability $P(A)=\lim _{n \rightarrow \infty} P\left(A_{n}\right)=0$.

Proposition 4.2.5 (Holder's Inequality). If $p, q>1$ such that $1 / p+1 / q=1$,

$$
\begin{equation*}
\mathbb{E}|X Y| \leq\left[\mathbb{E}|X|^{p}\right]^{1 / p}\left[\mathbb{E}|Y|^{q}\right]^{1 / q} \tag{4.22}
\end{equation*}
$$

Proof. If $\left[\mathbb{E}|X|^{p}\right]^{1 / p}=0,|X|^{p}=0$ a.s. so $X=0$ a.s., which implies $|X Y|=0$ a.s. The same holds if $\left[\mathbb{E}|Y|^{q}\right]^{1 / q}=0$.

Otherwise, let

$$
\begin{equation*}
X^{*}=\frac{|X|}{\left[\mathbb{E}|X|^{p}\right]^{1 / p}} \text { and } Y^{*}=\frac{|Y|}{\left[\mathbb{E}|Y|^{p}\right]^{1 / p}} . \tag{4.23}
\end{equation*}
$$

Observe that $\mathbb{E}\left(X^{*}\right)^{p}=\mathbb{E}\left(Y^{*}\right)^{q}=1$.
We now show $\frac{1}{p} x^{p}+\frac{1}{q} y^{q} \geq x y$ for all $x, y \geq 0$. To see this, let $h_{y}(x)=\frac{1}{p} x^{p}+\frac{1}{q} y^{q}-x y$. Then, $h_{y}^{\prime}(x)=x^{p-1}-y$ and $h_{y}^{\prime \prime}(x)=(p-1) x^{p-2} \geq 0$, so the minimizer is $x^{*}=y^{1 /(p-1)}$. Plugging this in, $h_{y}\left(x^{*}\right)=\frac{1}{p} y^{p /(p-1)}+\frac{1}{q} y^{q}-y^{1 /(p-1)} y=y^{q}\left(\frac{1}{p}+\frac{1}{q}\right)-y^{q}=0$.

Thus, $X^{*} Y^{*} \leq \frac{1}{p}\left(X^{*}\right)^{p}+\frac{1}{q}\left(Y^{*}\right)^{q}$, so

$$
\begin{equation*}
\frac{\mathbb{E}|X Y|}{\left[\mathbb{E}|X|^{p}\right]^{1 / p}\left[\mathbb{E}|Y|^{p}\right]^{1 / p}} \leq \frac{1}{p}+\frac{1}{q}=1 \tag{4.24}
\end{equation*}
$$

## Corollary 4.2.6 (Cauchy-Schwarz Inequality).

$$
\begin{equation*}
\mathbb{E}|X Y| \leq \sqrt{\mathbb{E} X^{2} \mathbb{E} Y^{2}} \tag{4.25}
\end{equation*}
$$

Proposition 4.2.7 (Minkowski's Inequality). If $p>1$,

$$
\begin{equation*}
\left[\mathbb{E}|X+Y|^{p}\right]^{1 / p} \leq\left[\mathbb{E}|X|^{p}\right]^{1 / p}+\left[\mathbb{E}|Y|^{p}\right]^{1 / p} . \tag{4.26}
\end{equation*}
$$

Proof. Let $q=\frac{p}{p-1}$ so that $1 / p+1 / q=1$. Then, by Holder's,

$$
\begin{equation*}
\mathbb{E}\left[|X||X+Y|^{p-1}\right] \leq\left[\mathbb{E}|X|^{p}\right]^{1 / p}\left[\mathbb{E}|X+Y|^{q(p-1)}\right]^{1 / q}=\left[\mathbb{E}|X|^{p}\right]^{1 / p}\left[\mathbb{E}|X+Y|^{p}\right]^{(p-1) / p} \tag{4.27}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\mathbb{E}\left[|Y||X+Y|^{p-1}\right] \leq\left[\mathbb{E}|Y|^{p}\right]^{1 / p}\left[\mathbb{E}|X+Y|^{p}\right]^{(p-1) / p} \tag{4.28}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\mathbb{E}|X+Y|^{p} \leq \mathbb{E}\left[(|X|+|Y|)|X+Y|^{p-1}\right] \leq\left(\left[\mathbb{E}|X|^{p}\right]^{1 / p}+\left[\mathbb{E}|Y|^{p}\right]^{1 / p}\right)\left[\mathbb{E}|X+Y|^{p}\right]^{(p-1) / p} \tag{4.29}
\end{equation*}
$$

Rearrange to get the result.

### 4.3. Limit Theorems

Theorem 4.3.1 (Bounded Convergence Theorem). Suppose that $\left|X_{n}\right| \leq M$ a.s. and $X_{n} \xrightarrow{\mathbb{P}} X$. Then, $\mathbb{E} X=\lim _{n \rightarrow \infty} \mathbb{E} X_{n}$.

Proof. Fix $\varepsilon>0$ and define $G_{n}=\left\{\left|X_{n}-X\right|>\varepsilon\right\}$. Then,

$$
\begin{align*}
\left|\mathbb{E} X_{n}-\mathbb{E} X\right| & =\left|\mathbb{E}\left(X_{n}-X\right)\right|  \tag{4.30}\\
& \leq \mathbb{E}\left|X_{n}-X\right|  \tag{4.31}\\
& =\mathbb{E}\left[\left|X_{n}-X\right| \mathbb{1}_{G_{n}}\right]+\mathbb{E}\left[\left|X_{n}-X\right| \mathbb{1}_{G_{n}^{c}}\right]  \tag{4.32}\\
& \leq 2 M \mathbb{P}\left(G_{n}\right)+\varepsilon\left[1-\mathbb{P}\left(G_{n}\right)\right]  \tag{4.33}\\
& =\varepsilon+\mathbb{P}\left(G_{n}\right)[2 M-\varepsilon] . \tag{4.34}
\end{align*}
$$

By convergence in probability and arbitrary $\varepsilon, \lim _{n \rightarrow \infty}\left|\mathbb{E} X_{n}-\mathbb{E} X\right|=0$. Real analysis fact that this implies the result.

Theorem 4.3.2 (Fatou's Lemma). If $X_{n} \geq 0$ a.s. for all $n, \liminf _{n \rightarrow \infty} \mathbb{E} X_{n} \geq \mathbb{E}\left(\liminf _{n \rightarrow \infty} X_{n}\right)$.
Proof. For each $n$, define $Y_{n}=\inf _{m \geq n} X_{m}$. Clearly, $X_{n} \geq Y_{n}$ a.s. and $Y_{n} \uparrow \lim _{\inf } \rightarrow \infty X_{n}=Y$ a.s. Thus, $\liminf _{n \rightarrow \infty} \mathbb{E} X_{n} \geq \liminf _{n \longrightarrow \infty} \mathbb{E} Y_{n}$. Fix an arbitrary $M$, and observe $\left(Y_{n} \wedge M\right) \longrightarrow(Y \wedge M)$ a.s., so by BCT we have $\liminf _{n \rightarrow \infty} \mathbb{E} Y_{n} \geq \lim _{n \rightarrow \infty} \mathbb{E}\left(Y_{n} \wedge M\right)=\mathbb{E}(Y \wedge M)$. Taking the limit as $M \longrightarrow \infty$ and applying Lemma 3.3 .2 gives the result.

Theorem 4.3.3 (Monotone Convergence Theorem). If $X_{n} \geq 0$ a.s. and $X_{n} \uparrow X$ a.s., $\mathbb{E} X_{n} \uparrow$ $\mathbb{E} X$.

Proof. Since $\mathbb{E} X_{n} \leq \mathbb{E} X, \lim _{n \rightarrow \infty} \mathbb{E} X_{n} \leq \mathbb{E} X$. But, by Fatou's,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{E} X_{n}=\liminf _{n \longrightarrow \infty} \mathbb{E} X_{n} \geq \mathbb{E}\left(\liminf _{n \longrightarrow \infty} X_{n}\right)=\mathbb{E} X \tag{4.35}
\end{equation*}
$$

Theorem 4.3.4 (Dominated Convergence Theorem). If $X_{n} \longrightarrow X$ a.s. and $\left|X_{n}\right| \leq Y$ a.s. for some integrable $Y, \mathbb{E} X=\lim _{n \rightarrow \infty} \mathbb{E} X_{n}$.

Proof. Since $\left|X_{n}\right| \leq Y$ a.s. for all $n,|X| \leq Y$ a.s. and thus $X$ is integrable. Since $X_{n}+Y \geq 0$ a.s. for all $n$, by Fatou's $\liminf _{n \rightarrow \infty} \mathbb{E}\left(X_{n}+Y\right) \geq \mathbb{E}\left(\liminf _{n \rightarrow \infty} X_{n}+Y\right)=\mathbb{E}(X+Y)$. Thus, $\liminf _{n \rightarrow \infty} \mathbb{E} X_{n} \geq \mathbb{E} X$. It also holds that $Y-X_{n} \geq 0$, so $\liminf _{n \rightarrow \infty} \mathbb{E}\left(Y-X_{n}\right) \geq$ $\mathbb{E}\left(\liminf _{n \rightarrow \infty} Y-X_{n}\right)=\mathbb{E}(Y-X)$. Rearranging (and using that the expectations are all finite) gives $\mathbb{E} X \geq \lim \sup _{n \rightarrow \infty} \mathbb{E} X_{n}$, so the result holds.

### 4.4. Computing Expected Value

Theorem 4.4.1. Suppose $X$ is a random variable with density $f$. Then, for any function $g$,

$$
\begin{equation*}
\mathbb{E} g(X)=\int_{\mathbb{R}} g(x) f(x) d x \tag{4.36}
\end{equation*}
$$

Proof. First, suppose $g(X)$ is a simple random variable taking values $g_{1}, \ldots, g_{n}$. Then, we can define $A_{i}=\left\{x \in \mathbb{R}: g(x)=g_{i}\right\}$ and $E_{i}=\left\{\omega \in \Omega: X(\omega) \in A_{i}\right\}$. Observe that the $A_{i}$ partition the set $\operatorname{Img}(X)=\{x \in \mathbb{R}: \exists \omega \in \Omega$ s.t. $X(\omega)=x\}$ and consequently the $E_{i}$ partition $\Omega$. Then, $\mathbb{E} g(X)=\sum_{i=1}^{n} g_{i} \mathbb{P}\left(E_{i}\right)$, and since clearly $\operatorname{Img}(X) \supseteq \operatorname{supp}(X)=\{x \in \mathbb{R}: f(x)>0\}$,

$$
\begin{align*}
\int_{\mathbb{R}} g(x) f(x) d x & =\int_{\operatorname{Img}(X)} g(x) f(x) d x  \tag{4.37}\\
& =\int_{\operatorname{Img}(X)} \sum_{i=1}^{n} g_{i} \mathbb{1}\left\{x \in A_{i}\right\} f(x) d x  \tag{4.38}\\
& =\sum_{i=1}^{n} g_{i} \int_{\operatorname{Img}(X)} \mathbb{1}\left\{x \in A_{i}\right\} f(x) d x  \tag{4.39}\\
& =\sum_{i=1}^{n} g_{i} \mathbb{P}\left(X \in A_{i}\right)  \tag{4.40}\\
& =\sum_{i=1}^{n} g_{i} \mathbb{P}\left(E_{i}\right) . \tag{4.41}
\end{align*}
$$

Next, suppose $g(X) \geq 0$ a.s. For each $n \in \mathbb{N}$, define $g_{n}=\frac{\left\lfloor 2^{n} g(X)\right\rfloor}{2^{n}} \wedge n$. Observe that $0 \leq g_{n}(X) \leq g(X), g_{n} \uparrow g$, and it takes finitely many values so it is a simple function. Thus, $\mathbb{E} g_{n}(X)=\int g_{n}(x) f(x) d x$ by the first part of the proof. By MCT, $\lim _{n \rightarrow \infty} \mathbb{E} g_{n}(X)=\mathbb{E} g(X)$ and since $g_{n} \geq 0, \lim _{n \rightarrow \infty} \int g_{n}(x) f(x) d x=\int g(x) f(x) d x$.

Finally, suppose $\mathbb{E}|g(X)|<\infty$. Then apply previous paragraph to $\mathbb{E} g^{+}(X)$ and $\mathbb{E} g^{-}(X)$.

### 4.5. Exercises

Exercise 4.1. Using a Taylor expansion, show that for a Rademacher random variable $S$ (e.g., taking values 1 and -1 with probability $1 / 2$ each)

$$
\begin{equation*}
\mathbb{E} e^{\lambda S} \leq e^{\lambda^{2} / 2} \forall \lambda \in \mathbb{R} . \tag{4.42}
\end{equation*}
$$

Then, letting $Z=\sum_{i=1}^{n} S_{i}$ for i.i.d. Rademachers $S_{i}$, show that

$$
\begin{equation*}
\mathbb{P}(Z \geq t) \leq e^{-t^{2} /(2 n)} \tag{4.43}
\end{equation*}
$$

Exercise 4.2 (Rosenthal 3.6.13). Suppose $\mathbb{E} X_{n}=0$ and $\mathbb{E}\left(X_{n}^{2}\right)=1$ for all $n$. Prove that $\mathbb{P}\left(X_{n} \geq\right.$ $n$ i.o.) $=0$.

Exercise 4.3. Find a random variable $X$ and $a>0$ such that $\mathbb{P}(X>a) \geq \mathbb{E} X / a$, and identify what breaks in the proof of Markov's inequality for this example.

Exercise 4.4. For any $X, Y$, use Cauchy-Schwarz to show that $|\operatorname{corr}(X, Y)| \leq 1$.

Exercise 4.5. Prove that $f(x)=\max \{x, a\}$ and $f(x)=(x-a)^{2}$ are convex for any $a \in \mathbb{R}$.
Exercise 4.6 (Rosenthal 5.5.9). Prove that if $X$ is such that $\mathbb{E} X=m<\infty$ and $\operatorname{var}(X)=v<\infty$, for all $a>0$

$$
\begin{equation*}
\mathbb{P}(X-m \geq a) \leq \frac{v}{v+a^{2}} \tag{4.44}
\end{equation*}
$$

Exercise 4.7 (Rosenthal 5.5.10). Let $X_{1}, X_{2}, \ldots$ satisfy $\mathbb{E} X_{n}=m<\infty$ and $\operatorname{var}\left(X_{n}\right)=1 / \sqrt{n}$. Prove that $X_{n} \xrightarrow{\mathbb{P}} m$.

Exercise 4.8 (Rosenthal 5.5.11). Give an example of $X_{1}, X_{2}, \ldots$ such that $X_{n} / n \xrightarrow{\mathbb{P}} 0$ and $X_{n} / n^{2} \longrightarrow 0$ a.s., but $\mathbb{P}\left(X_{n} / n \longrightarrow 0\right)<1$.

Exercise 4.9. Prove that if $X_{n} \longrightarrow X$ a.s., for all $\varepsilon>0$

$$
\begin{equation*}
\mathbb{P}\left(\left|X_{n}-X\right| \geq \varepsilon \text { i.o. }\right)=0 \tag{4.45}
\end{equation*}
$$

Exercise 4.10. Show that if $X$ only takes values in $\mathbb{N}, \mathbb{E} X=\sum_{k=1}^{\infty} \mathbb{P}(X \geq k)$.
Exercise 4.11. Show that if $X \geq 0$ and $p>0, \mathbb{E} X^{p}=\int_{0}^{\infty} p x^{p-1} \mathbb{P}(X \geq x) d x$.
Exercise 4.12 (Convolution Formula). Show that if $X$ and $Y$ are independent with densities $f_{X}$ and $f_{Y}$, for all $z \in \mathbb{R}$,

$$
\begin{equation*}
\mathbb{P}(X+Y \leq z)=\int F_{X}(z-y) f_{Y}(y) d y \tag{4.46}
\end{equation*}
$$

## LECTURE 5

## LAWS OF LARGE NUMBERS

### 5.1. Familiar Results

Theorem 5.1.1 (Baby Weak LLN). Let $X_{1}, X_{2}, \ldots$ be independent, and for all $i$, suppose $\mathbb{E} X_{i}=\mu$ and $\operatorname{var}\left(X_{i}\right) \leq \sigma^{2}<\infty$. Define $S_{n}=\sum_{i=1}^{n} X_{i}$. Then,

$$
\begin{equation*}
\frac{1}{n} S_{n} \xrightarrow{\mathbb{P}} \mu . \tag{5.1}
\end{equation*}
$$

Proof. By linearity, $\mathbb{E} S_{n} / n=\mu$ and $\operatorname{var}\left(S_{n} / n\right) \leq \sigma^{2} / n$. Then, for any $\varepsilon>0$, Chebyshev's gives that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{P}\left(\left|S_{n} / n-\mu\right|>\varepsilon\right) \leq \lim _{n \rightarrow \infty} \frac{\sigma^{2}}{n \varepsilon}=0 \tag{5.2}
\end{equation*}
$$

Theorem 5.1.2 (Baby Strong LLN). Let $X_{1}, X_{2}, \ldots$ be independent, and for all $i$, suppose $\mathbb{E} X_{i}=$ $\mu$ and $\mathbb{E}\left(X_{i}-\mu\right)^{4} \leq a<\infty$. Then,

$$
\begin{equation*}
\frac{1}{n} S_{n} \longrightarrow \mu \text { a.s. } \tag{5.3}
\end{equation*}
$$

Proof. First, observe that $\mathbb{E}\left(X_{i}-\mu\right)^{2} \leq \mathbb{E}\left(X_{i}-\mu\right)^{4}+1$, by considering the case when the variance is smaller and greater than 1 . Without loss of generality, we can suppose $\mu=0$. Then, we have that

$$
\begin{align*}
\mathbb{E} S_{n}^{4}= & \mathbb{E}\left(\sum_{i=1}^{n} X_{i}\right)^{4}  \tag{5.4}\\
= & \mathbb{E}\left(\sum_{i=1}^{n} X_{i}^{4}+k_{1} \sum_{i=1}^{n} \sum_{j \neq i} X_{i}^{3} X_{j}+k_{2} \sum_{i=1}^{n} \sum_{j \neq i} X_{i}^{2} X_{j}^{2}+k_{3} \sum_{i=1}^{n} \sum_{j \neq i} \sum_{k \neq j, i} X_{i}^{2} X_{j} X_{k}\right. \\
& \left.+k_{4} \sum_{i=1}^{n} \sum_{j \neq i} \sum_{k \neq j, i} \sum_{\ell \neq j, i, k} X_{i} X_{j} X_{k} X_{\ell}\right)  \tag{5.5}\\
= & \mathbb{E} \sum_{i=1}^{n} X_{i}^{4}+k_{2} \mathbb{E} \sum_{i=1}^{n} \sum_{j \neq i} X_{i}^{2} X_{j}^{2}  \tag{5.6}\\
\leq & n a+k_{2} n(n-1)(a+1)^{2}  \tag{5.7}\\
\leq & K n^{2} . \tag{5.8}
\end{align*}
$$

Next, for any $\varepsilon>0$, we can apply Markov's to get

$$
\begin{equation*}
\mathbb{P}\left(\left|\frac{1}{n} S_{n}\right|>\varepsilon\right)=\mathbb{P}\left(S_{n}^{4}>n^{4} \varepsilon^{4}\right) \leq \frac{\mathbb{E} S_{n}^{4}}{n^{4} \varepsilon^{4}} \leq \frac{K}{n^{2} \varepsilon^{4}} \tag{5.9}
\end{equation*}
$$

Since $\sum_{n=1}^{\infty} \frac{K}{n^{2} \varepsilon^{4}}<\infty$, by Borel-Cantelli the result holds.

### 5.2. Advanced Weak LLN

Definition 5.2.1. A sequence of random variables $\left(X_{i}\right)_{i \in \mathcal{I}}$ with $\mathbb{E} X_{i}^{2}<\infty$ are uncorrelated if for all $i \neq j, \mathbb{E} X_{i} X_{j}=\mathbb{E} X_{i} \mathbb{E} X_{j}$.

Lemma 5.2.2. If $X_{1}, \ldots, X_{n}$ are uncorrelated, $\operatorname{var}\left(\sum_{i=1}^{n} X_{i}\right)=\sum_{i=1}^{n} \operatorname{var}\left(X_{i}\right)$.
Proof. Exercise.

Lemma 5.2.3. If $p>0$ and $\mathbb{E}\left|X_{n}\right|^{p} \longrightarrow 0, X_{n} \xrightarrow{\mathbb{P}} 0$.
Proof. Markov's.

Theorem 5.2.4 (Uncorrelated Weak LLN). If $X_{1}, X_{2}, \ldots$ are uncorrelated with $\mathbb{E} X_{i}=\mu$ and $\operatorname{var}\left(X_{i}\right) \leq \sigma^{2}<\infty$,

$$
\begin{equation*}
\mathbb{E}\left(\frac{1}{n} S_{n}-\mu\right)^{2} \rightarrow 0 \tag{5.10}
\end{equation*}
$$

Proof.

$$
\begin{equation*}
\mathbb{E}\left(\frac{1}{n} S_{n}-\mu\right)^{2}=\operatorname{var}\left(\frac{1}{n} S_{n}\right)=\frac{1}{n^{2}} \sum_{i=1}^{n} \operatorname{var}\left(X_{i}\right) \leq \frac{n \sigma^{2}}{n^{2}} \rightarrow 0 \tag{5.11}
\end{equation*}
$$

Theorem 5.2.5 (Weak LLN). If $X_{1}, X_{2}, \ldots$ are i.i.d. with $\lim _{x \rightarrow \infty} x \mathbb{P}\left(\left|X_{1}\right|>x\right)=0$, for $\mu_{n}=$ $\mathbb{E}\left(X_{1} \mathbb{1}\left\{\left|X_{1}\right| \leq n\right\}\right)$,

$$
\begin{equation*}
\frac{1}{n} S_{n}-\mu_{n} \xrightarrow{\mathbb{P}} 0 . \tag{5.12}
\end{equation*}
$$

Proof. Fix $\varepsilon>0$. Let $\bar{X}_{k}^{(n)}=X_{k} \mathbb{1}\left\{\left|X_{k}\right| \leq n\right\}$ and $\bar{S}_{n}=\sum_{k=1}^{n} \bar{X}_{k}^{(n)}$. Then,

$$
\begin{equation*}
\mathbb{P}\left(\left|\frac{S_{n}}{n}-\mu_{n}\right|>\varepsilon\right) \leq \mathbb{P}\left(S_{n} \neq \bar{S}_{n}\right)+\mathbb{P}\left(\left|\frac{\bar{S}_{n}}{n}-\mu_{n}\right|>\frac{\varepsilon}{2}\right) . \tag{5.13}
\end{equation*}
$$

For the first term,

$$
\begin{align*}
\mathbb{P}\left(S_{n} \neq \bar{S}_{n}\right) & \leq \mathbb{P}\left(\bigcup_{k=1}^{n}\left\{\bar{X}_{k}^{(n)} \neq X_{k}\right\}\right)  \tag{5.14}\\
& \leq \sum_{k=1}^{n} \mathbb{P}\left(\bar{X}_{k}^{(n)} \neq X_{k}\right)  \tag{5.15}\\
& =\sum_{k=1}^{n} \mathbb{P}\left(\left|X_{k}\right|>n\right)  \tag{5.16}\\
& =n \mathbb{P}\left(\left|X_{1}\right|>n\right)  \tag{5.17}\\
& \longrightarrow 0 \tag{5.18}
\end{align*}
$$

For the second term, first observe that

$$
\begin{equation*}
\mathbb{E} \bar{S}_{n}=\mathbb{E} \sum_{k=1}^{n} \bar{X}_{k}^{(n)}=\sum_{k=1}^{n} \mathbb{E}\left[X_{k} \mathbb{1}\left\{\left|X_{k}\right| \leq n\right\}\right]=n \mu_{n} \tag{5.19}
\end{equation*}
$$

So, by Chebyshev's,

$$
\begin{align*}
\mathbb{P}\left(\left|\frac{\bar{S}_{n}}{n}-\mu_{n}\right|>\frac{\varepsilon}{2}\right) & \leq \frac{4}{n^{2} \varepsilon^{2}} \mathbb{E}\left(\bar{S}_{n}-n \mu_{n}\right)^{2}  \tag{5.20}\\
& =\frac{4}{n^{2} \varepsilon^{2}} \operatorname{var}\left(\bar{S}_{n}\right)  \tag{5.21}\\
& =\frac{4}{n^{2} \varepsilon^{2}} \sum_{k=1}^{n} \operatorname{var}\left(\bar{X}_{k}^{(n)}\right)  \tag{5.22}\\
& =\frac{4}{n \varepsilon^{2}} \operatorname{var}\left(\bar{X}_{1}^{(n)}\right)  \tag{5.23}\\
& \leq \frac{4}{n \varepsilon^{2}} \mathbb{E}\left(X_{1} \mathbb{1}\left\{\left|X_{1}\right| \leq n\right\}\right)^{2} \tag{5.24}
\end{align*}
$$

Finally, recalling that $\mathbb{E} X^{p}=\int_{0}^{\infty} p x^{p-1} \mathbb{P}(X \geq x) d x$,

$$
\begin{align*}
\mathbb{E}\left(X_{1} \mathbb{1}\left\{\left|X_{1}\right| \leq n\right\}\right)^{2} & =\int_{0}^{\infty} 2 x \mathbb{P}\left(\left|\bar{X}_{k}^{(n)}\right| \geq x\right) d x  \tag{5.25}\\
& =\int_{0}^{n} 2 x \mathbb{P}\left(\left|X_{k}\right| \geq x\right) d x  \tag{5.26}\\
& =2 \int_{0}^{n} x \mathbb{P}\left(\left|X_{1}\right| \geq x\right) d x \tag{5.27}
\end{align*}
$$

Since $0 \leq x \mathbb{P}\left(\left|X_{1}\right| \geq x\right) \leq x$ for all $x$ and goes to $0, \sup _{x} x \mathbb{P}\left(\left|X_{1}\right| \geq x\right)<\infty$. Thus,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \int_{0}^{n} x \mathbb{P}\left(\left|X_{1}\right| \geq x\right) d x=\lim _{n \rightarrow \infty} \int_{0}^{1} n y \mathbb{P}\left(\left|X_{1}\right|>n y\right) d y=\int_{0}^{1} \lim _{n \rightarrow \infty} n y \mathbb{P}\left(\left|X_{1}\right|>n y\right) d y=0 \tag{5.28}
\end{equation*}
$$

Corollary 5.2.6. If $X_{1}, X_{2}, \ldots$ are i.i.d. with $\mathbb{E}\left|X_{1}\right|<\infty$ and $\mathbb{E} X_{1}=\mu<\infty$,

$$
\begin{equation*}
\frac{1}{n} S_{n} \xrightarrow{\mathbb{P}} \mu . \tag{5.29}
\end{equation*}
$$

Proof. Let $Y_{n}=\left|X_{1}\right| \mathbb{1}\left\{\left|X_{1}\right|>n\right\}$. For each $\omega \in \Omega,\left|X_{1}(\omega)\right|<\infty$, so $Y_{n} \longrightarrow 0$ a.s. Since $\left|Y_{n}\right| \leq\left|X_{1}\right|$ which is integrable, by the DCT we have $\mathbb{E} Y_{n} \longrightarrow 0$. Further, observe that $Y_{n} \geq n \mathbb{1}\left\{\left|X_{1}\right|>n\right\}$, so $\mathbb{E} Y_{n} \geq n \mathbb{P}\left(\left|X_{1}\right|>n\right)$. Thus, $\lim _{x \rightarrow \infty} x \mathbb{P}\left(\left|X_{1}\right|>x\right)=0$.

Next, consider $Z_{n}=X_{1} \mathbb{1}\left\{\left|X_{1}\right| \leq n\right\}$. Again, since $\left|X_{1}(\omega)\right|<\infty, Z_{n} \longrightarrow X_{1}$ a.s. Thus, we can again apply DCT to obtain $\mu_{n}=\mathbb{E} Z_{n} \longrightarrow \mathbb{E} X_{1}=\mu$. The result then follows by the Weak LLN.

### 5.3. Advanced Strong LLN

Theorem 5.3.1 (Strong LLN). If $X_{1}, X_{2}, \ldots$ are i.i.d. with $\mathbb{E}\left|X_{1}\right|<\infty$ and $\mathbb{E} X_{1}=\mu<\infty$,

$$
\begin{equation*}
\frac{1}{n} S_{n} \longrightarrow \mu \text { a.s. } \tag{5.30}
\end{equation*}
$$

Proof. Not required to be able to prove for this class. The main techniques are well summarized in the proof of the Weak LLN.

### 5.4. Applications

Proposition 5.4.1 (Polynomial Approximation). If $f:[0,1] \rightarrow \mathbb{R}$ is continuous, the Bernstein approximation

$$
\begin{equation*}
f_{n}(x)=\sum_{m=0}^{n}\binom{n}{m} x^{m}(1-x)^{n-m} f(m / n) \tag{5.31}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
\sup _{x \in[0,1]}\left|f_{n}(x)-f(x)\right| \longrightarrow 0 \tag{5.32}
\end{equation*}
$$

Proof.

$$
\begin{align*}
& \left|f_{n}(x)-f(x)\right|  \tag{5.33}\\
= & \left|\mathbb{E} f\left(S_{n} / n\right)-f(x)\right|  \tag{5.34}\\
\leq & \mathbb{E}\left|f\left(S_{n} / n\right)-f(x)\right|  \tag{5.35}\\
= & \mathbb{E}\left[\left|f\left(S_{n} / n\right)-f(x)\right| \mathbb{1}\left\{\left|S_{n} / n-x\right|<\delta\right\}\right]+\mathbb{E}\left[\left|f\left(S_{n} / n\right)-f(x)\right| \mathbb{1}\left\{\left|S_{n} / n-x\right| \geq \delta\right\}\right]  \tag{5.36}\\
\leq & \varepsilon+2 M \mathbb{P}\left(\left|S_{n} / n-x\right| \geq \delta\right), \tag{5.37}
\end{align*}
$$

where $M=\sup _{x \in[0,1]}|f(x)|<\infty$ since $f$ is continuous on a closed interval. Now, by Chebyshev's inequality,

$$
\mathbb{P}\left(\left|S_{n} / n-x\right| \geq \delta\right) \leq \frac{\mathbb{E}\left[\left(S_{n} / n-x\right)^{2}\right]}{\delta^{2}}=\frac{\operatorname{var}\left(S_{n} / n\right)}{\delta^{2}}=\frac{\sum_{i=1}^{n} \operatorname{var}\left(X_{i}\right)}{n^{2} \delta^{2}}=\frac{x(1-x)}{n \delta^{2}} \leq \frac{1}{4 n \delta^{2}}
$$

Since this was true for all $x \in[0,1], \lim _{n \rightarrow \infty} \sup _{x \in[0,1]}\left|f_{n}(x)-f(x)\right| \leq \varepsilon$, but $\varepsilon$ was arbitrary so the proposition follows.

Theorem 5.4.2 (Glivenko-Cantelli). Let $X_{1}, X_{2}, \ldots$ be i.i.d. with CDF $F$ and define the empirical distribution function

$$
F_{n}(x)=\frac{1}{n} \sum_{i=1}^{n} \mathbb{1}\left\{X_{i} \leq x\right\}
$$

Then,

$$
\begin{equation*}
\sup _{x \in \mathbb{R}}\left|F_{n}(x)-F(x)\right| \longrightarrow 0 \quad \text { a.s. } \tag{5.38}
\end{equation*}
$$

Proof. Fix $x \in \mathbb{R}$ and define $Y_{i}=\mathbb{1}\left\{X_{i} \leq x\right\}$. Since $Y_{i}$ are i.i.d. and $\mathbb{E} Y_{i}=F(x) \leq 1$, the Strong LLN says that $F_{n}(x)=\frac{1}{n} \sum_{i=1}^{n} Y_{i} \longrightarrow F(x)$ a.s. That is, pointwise convergence occurs almost surely. One might hope to automatically upgrade pointwise convergence of $F_{n}(x)$ to uniform convergence since $F$ is bounded, but $F$ may not be continuous, so we must show this upgrade can be done.

Still for a fixed $x$, let $Z_{i}=\mathbb{1}\left\{X_{i}<x\right\}$. For any function $g$, let $g(x-)=\lim _{y \uparrow x} g(y)$. Again, $Z_{i}$ are i.i.d. with $\mathbb{E} Z_{i}=\mathbb{P}\left(X_{i}<x\right)=F(x-)$, so by the Strong LLN we have $\lim _{n \rightarrow \infty} F_{n}(x-)=F(x-)$ a.s. That is, we also have pointwise convergence of $F_{n}(x-)$ almost surely.

Now, fix an arbitrary $k \in \mathbb{N}$, and for $1 \leq j \leq k-1$, define $x_{j, k}=\inf \{x: F(x) \geq j / k\}$. Also, define $x_{0, k}=-\infty$ and $x_{k, k}=\infty$. By the pointwise convergence shown above, for each $j$ and $k$, there exists $N_{j, k}$ such that if $n>N_{j, k}$ then

$$
\begin{equation*}
\left|F_{n}\left(x_{j, k}\right)-F\left(x_{j, k}\right)\right|<\frac{1}{k} \text { and }\left|F_{n}\left(x_{j, k}-\right)-F\left(x_{j, k}-\right)\right|<\frac{1}{k} . \tag{5.39}
\end{equation*}
$$

Let $N_{k}=\sup _{0 \leq j \leq k} N_{j, k}$. Then, for any $x \in \mathbb{R}$, there exists $1 \leq j \leq k$ with $x \in\left(x_{j-1, k}, x_{j, k}\right)$. If $n>N_{k}$, then by monotonicity of $F_{n}$ and $F$, and $F\left(x_{j, k}-\right)-F\left(x_{j-1, k}\right) \leq \frac{1}{k}$,

$$
\begin{equation*}
F_{n}(x) \leq F_{n}\left(x_{j, k}-\right) \leq F\left(x_{j, k}-\right)+\frac{1}{k} \leq F\left(x_{j-1, k}\right)+\frac{2}{k} \leq F(x)+\frac{2}{k} \tag{5.40}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
F_{n}(x) \geq F_{n}\left(x_{j-1, k}\right) \geq F\left(x_{j-1, k}\right)-\frac{1}{k} \geq F\left(x_{j, k}-\right)-\frac{2}{k} \geq F(x)-\frac{2}{k} \tag{5.41}
\end{equation*}
$$

That is, $\left|F_{n}(x)-F(x)\right| \leq \frac{2}{k}$ for all $x \in \mathbb{R}$, since $N_{k}$ does not depend on $x$. Since $k$ was arbitrary, the result holds.

### 5.5. Exercises

Exercise 5.1. Prove Lemma 5.2.2,

Exercise 5.2 (Durrett 2.2.1). Suppose $X_{1}, X_{2}, \ldots$ are uncorrelated with $\mathbb{E} X_{i}=\mu_{i}$ and $\lim _{i \rightarrow \infty} \frac{\operatorname{var}\left(X_{i}\right)}{i}=0$. If $\nu_{n}=\frac{1}{n} \mathbb{E} S_{n}$, show that

$$
\lim _{n \rightarrow \infty} \mathbb{E}\left[\left(\frac{S_{n}}{n}-\nu_{n}\right)^{2}\right]=0
$$

Exercise 5.3 (Durrett 2.2.4). Let $X_{1}, X_{2}, \ldots$ be i.i.d. such that $\mathbb{P}\left(X_{1}=(-1)^{k} k\right)=\frac{C}{k^{2} \log (k)}$ for all integers $k \geq 2$, where $C$ is a constant so that the probabilities sum to 1 . Show that $\mathbb{E}\left|X_{1}\right|=\infty$ but there is a finite $\mu$ such that $\frac{S_{n}}{n} \xrightarrow{\mathbb{P}} \mu$.

Hint \#1: $\quad \mu_{n}=\mathbb{E}\left[X_{1} \mathbb{1}\left\{\left|X_{1} \leq n\right|\right\}\right]=\sum_{k=2}^{n}(-1)^{k} k_{\frac{C}{k^{2} \log (k)}}$ is an alternating sequence of real numbers that congerge to zero, so from calculus class $\mu_{n} \longrightarrow \mu$ for some real number $\mu$. Thus, it suffices to show $\frac{S_{n}}{n}-\mu_{n} \xrightarrow{\mathbb{P}} 0$.
Hint \#2: For any positive and decreasing function $f, \sum_{k=x+1}^{\infty} f(k) \leq \int_{x}^{\infty} f(y) d y \leq \sum_{k=x}^{\infty} f(k)$.
Exercise 5.4 (Durrett 2.2.5). Let $X_{1}, X_{2}, \ldots$ be i.i.d. such that $\mathbb{P}\left(X_{1}>x\right)=\frac{e}{x \log (x)}$ for $x \geq e$. Show that $\mathbb{E}\left|X_{1}\right|=\infty$, but $\frac{S_{n}}{n}-\mu_{n} \xrightarrow{\mathbb{P}} 0$.
Hint: Recall Exercise 4.11.

Exercise 5.5. For any sequence of random variables $X_{n}$ and $\varepsilon>0$, show there exist constants $c_{n} \rightarrow \infty$ such that $\mathbb{P}\left(\left|X_{n}\right|>\varepsilon c_{n}\right)<2^{-n}$.

Exercise 5.6 (Durrett 2.3.10). For any sequence of random variables $X_{n}$, show there exist constants $c_{n} \rightarrow \infty$ such that

$$
\frac{X_{n}}{c_{n}} \longrightarrow 0 \text { a.s. }
$$

Exercise 5.7 (Durrett 2.3.15). Suppose $X_{1}, X_{2}, \ldots$ are i.i.d. Show that $\mathbb{E}\left|X_{1}\right|<\infty$ if and only if

$$
\frac{X_{n}}{n} \longrightarrow 0 \text { a.s. }
$$

Exercise 5.8 (Durrett 2.3.18). Suppose $X_{1}, X_{2}, \ldots$ are i.i.d. such that for all $n, \mathbb{P}\left(X_{n}>x\right)=e^{-x}$. Show that

$$
\limsup _{n \rightarrow \infty} \frac{X_{n}}{\log (n)}=1 \text { a.s. }
$$

## LECTURE 6

## CENTRAL LIMIT THEOREMS

### 6.1. Weak Convergence

Definition 6.1.1. A sequence of probability measures $\mu_{n}$ with corresponding distribution functions $F_{n}$ converge weakly to a probability measure $\mu$ with distribution function $F$ if for all continuity points $x$ of $F$

$$
\begin{equation*}
\lim _{n \rightarrow \infty} F_{n}(x)=F(x) \tag{6.1}
\end{equation*}
$$

and is denoted by $\mu_{n} \Longrightarrow \mu$, or $F_{n} \Longrightarrow F$, or $X_{n} \Longrightarrow X$ if $X_{n} \sim F_{n}$ and $X \sim F$.

Theorem 6.1.2 (Scheffé's Theorem). Let $X_{n}$ each have density $f_{n}$ and $X$ have density $f$. Then, if $f_{n}(x) \longrightarrow f(x)$ a.e., $X_{n} \Longrightarrow X$.
Proof. Observe that the existence of a density implies $F$ is continuous everywhere.

$$
\begin{align*}
\left|F_{n}(y)-F(y)\right| & =\left|\int_{-\infty}^{y}\left[f_{n}(x)-f(x)\right] d x\right|  \tag{6.2}\\
& \leq \int_{-\infty}^{y}\left|f_{n}(x)-f(x)\right| d x  \tag{6.3}\\
& \leq \int_{\mathbb{R}}\left|f_{n}(x)-f(x)\right| d x  \tag{6.4}\\
& =\int_{\mathbb{R}}\left[f_{n}(x)-f(x)\right]^{+} d x+\int_{\mathbb{R}}\left[f_{n}(x)-f(x)\right]^{-} d x  \tag{6.5}\\
& =2 \int_{\mathbb{R}}\left[f_{n}(x)-f(x)\right]^{-} d x  \tag{6.6}\\
& =2 \int_{\mathbb{R}}\left[f(x)-f_{n}(x)\right]^{+} d x, \tag{6.7}
\end{align*}
$$

using that $x^{+}+x^{-}=|x|, x^{+}-x^{-}=x$, and $(-x)^{+}=x^{-}$. Then, observe that $\left[f(x)-f_{n}(x)\right]^{+} \leq$ $[f(x)]^{+}=f(x)$, so

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left|F_{n}(y)-F(y)\right| \leq 2 \int \lim _{n \rightarrow \infty}\left[f(x)-f_{n}(x)\right]^{+} d x=0 \tag{6.8}
\end{equation*}
$$

Theorem 6.1.3 (Skorokhod Representation on $\mathbb{R}$ ). If $F_{n} \Longrightarrow F$, there exist an $\Omega$ and $\mathbb{P}$ along with random variables $X, X_{1}, X_{2}, \ldots$ defined on $\Omega$ such that $X_{n} \sim F_{n}, X \sim F$ and $\mathbb{P}\left(X_{n} \longrightarrow X\right)=1$. Proof. Consider $x \in[0,1]$. First, suppose there is at most one $a \in \mathbb{R}$ such that $F(a)=x$. Then, by Exercise 6.6, $F_{n}^{-1}(x) \longrightarrow F^{-1}(x)$. Otherwise, suppose there are $a<b$ such that $F(a)=F(b)=x$. Then, there is a $q \in \mathbb{Q}$ such that $a<q<b$ and consequently $F(q)=x$, so there are only countably
many $x$ that can satisfy this property. Let $\Omega=[0,1]$ and $\mathbb{P}$ be the uniform distribution on $[0,1]$. Since $\mathbb{P}(A)=0$ for any countable $A, \mathbb{P}\left(F_{n}^{-1}(\omega) \longrightarrow F^{-1}(\omega)\right)=1$. So, taking $X_{n}(\omega)=F_{n}^{-1}(\omega)$ and $X(\omega)=F^{-1}(\omega)$ suffices.

Theorem 6.1.4 (Portmanteau Lemma). $F_{n} \Longrightarrow F$ if and only if for all bounded and continuous $h: \mathbb{R} \rightarrow \mathbb{R}$, when $X_{n} \sim F_{n}$ and $X \sim F$ then

$$
\mathbb{E} h\left(X_{n}\right) \longrightarrow \mathbb{E} h(X)
$$

Proof. For the forward direction, choose $X_{n} \sim F_{n}$ and $X \sim F$ with $\mathbb{P}\left(X_{n} \longrightarrow X\right)=1$ from the Skorokhod representation. Then, by the bounded convergence theorem, $\mathbb{E} h\left(X_{n}\right) \longrightarrow \mathbb{E} h(X)$.

For the reverse direction, fix $a \in \mathbb{R}$ and define $g_{a}(x)=\mathbb{1}\{x \leq a\}$ and suppose $X_{n} \sim F_{n}$ and $X \sim F$. To approximate $g_{a}$ with a continuous function, define

$$
g_{a, \varepsilon}(x)= \begin{cases}1 & x \leq a  \tag{6.9}\\ 1-(x-a) / \varepsilon & a \leq x \leq a+\varepsilon \\ 0 & x \geq a+\varepsilon\end{cases}
$$

Observe that $F_{n}(a)=\mathbb{P}\left(X_{n} \leq a\right)=\mathbb{E} g_{a}\left(X_{n}\right)$ and for all $\varepsilon>0, g_{a-\varepsilon} \leq g_{a-\varepsilon, \varepsilon} \leq g_{a} \leq g_{a, \varepsilon} \leq g_{a+\varepsilon}$. Also, $g_{a, \varepsilon}$ is bounded and continuous, so $\lim _{n \rightarrow \infty} \mathbb{E} g_{a, \varepsilon}\left(X_{n}\right)=\mathbb{E} g_{a, \varepsilon}(X)$. Thus,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} F_{n}(a) \leq \lim _{n \rightarrow \infty} \mathbb{E} g_{a, \varepsilon}\left(X_{n}\right)=\mathbb{E} g_{a, \varepsilon}(X) \leq F(a+\varepsilon) \tag{6.10}
\end{equation*}
$$

Thus, for all $a, \limsup _{n \rightarrow \infty} F_{n}(a) \leq \lim _{\varepsilon \rightarrow 0} F(a+\varepsilon)=F(a)$. Similarly,

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} F_{n}(a) \geq \lim _{n \rightarrow \infty} \mathbb{E} g_{a-\varepsilon, \varepsilon}\left(X_{n}\right)=\mathbb{E} g_{a-\varepsilon, \varepsilon}(X) \geq F(a-\varepsilon) \tag{6.11}
\end{equation*}
$$

If $a$ is a continuity point, then $\liminf _{n \rightarrow \infty} F_{n}(a) \geq \lim _{\varepsilon \rightarrow 0} F(a-\varepsilon)=\mathbb{P}(X<a)=\mathbb{P}(X \leq a)=F(a)$.

Corollary 6.1.5. If $X_{n} \Longrightarrow X$, then $f\left(X_{n}\right) \Longrightarrow f(X)$ for any continuous $f$.
Proof. For any continuous and bounded $g, g \circ f$ is also continuous and bounded.

Corollary 6.1.6. If $X_{n} \xrightarrow{\mathbb{P}} X$ then $X_{n} \Longrightarrow X$.
Proof. Consider any subsequence $X_{n_{j}}$, and observe that $X_{n_{j}} \xrightarrow{\mathbb{P}} X$ as well. Also, recall that there exists a further subsequence $X_{n_{j(k)}} \longrightarrow X$ a.s. Thus, for bounded and continuous $h$, the continuous mapping theorem and bounded convergence theorem give that $\mathbb{E} h\left(X_{n_{j(k)}}\right) \longrightarrow \mathbb{E} h(X)$. Since $\mathbb{E} h\left(X_{n}\right)$ is a sequence of real numbers, this implies $\mathbb{E} h\left(X_{n}\right) \longrightarrow \mathbb{E} h(X)$.

Example 6.1.7. The reverse does not hold. Let $X \sim \mathrm{~N}(0,1)$ and $X_{n}=-X$ for $n \in \mathbb{N}$. Then, trivially $F_{n}=F$, so $X_{n} \Longrightarrow X$, but

$$
\begin{equation*}
\mathbb{P}\left(\left|X_{n}-X\right|>\varepsilon\right)=\mathbb{P}(|X|>\varepsilon / 2)=c>0 \tag{6.12}
\end{equation*}
$$

Lemma 6.1.8. If $X_{n} \Longrightarrow c$ where $c$ is constant, $X_{n} \xrightarrow{\mathbb{P}} c$.
Proof. First, let $F$ be the CDF of the random variable $X \equiv c$, so that $F(y)=\mathbb{1}\{c \leq y\}$. Observe that $F$ is continuous everywhere except $y=c$. Now, fix $\varepsilon>0$.

$$
\begin{align*}
\lim _{n \rightarrow \infty} \mathbb{P}\left(\left|X_{n}-c\right|>\varepsilon\right) & =\lim _{n \rightarrow \infty}\left[\mathbb{P}\left(X_{n}<c-\varepsilon\right)+\mathbb{P}\left(X_{n}>c+\varepsilon\right)\right]  \tag{6.13}\\
& \leq \lim _{n \rightarrow \infty}\left[\mathbb{P}\left(X_{n} \leq c-\varepsilon / 2\right)+\mathbb{P}\left(X_{n}>c+\varepsilon\right)\right]  \tag{6.14}\\
& =\lim _{n \rightarrow \infty} F_{n}(c-\varepsilon / 2)+1-\lim _{n \rightarrow \infty} F_{n}(c+\varepsilon)  \tag{6.15}\\
& =F(c-\varepsilon / 2)+1-F(c+\varepsilon)  \tag{6.16}\\
& =0 . \tag{6.17}
\end{align*}
$$

Theorem 6.1.9 (Slutsky's Theorem). If $X_{n} \Longrightarrow X$ and $Y_{n} \Longrightarrow c$ for a constant $c$,

- $X_{n}+Y_{n} \Longrightarrow X+c$,
- $X_{n} Y_{n} \Longrightarrow X c$,
- $X_{n} / Y_{n} \Longrightarrow X / c$ if $c \neq 0$.

Proof.

- Fix $\varepsilon>0$ and $z$ a continuity point of the CDF of $X+c$. Observe that $X_{n} \leq z-c-\varepsilon$ and $Y_{n} \leq c+\varepsilon$ implies $X_{n}+Y_{n} \leq z$. Thus,

$$
\begin{align*}
& \mathbb{P}\left(X_{n}+Y_{n} \leq z\right)  \tag{6.18}\\
\geq & \mathbb{P}\left(X_{n} \leq z-c-\varepsilon \cap Y_{n} \leq c+\varepsilon\right)  \tag{6.19}\\
= & \mathbb{P}\left(X_{n} \leq z-c-\varepsilon\right)+\mathbb{P}\left(Y_{n} \leq c+\varepsilon\right)-\mathbb{P}\left(X_{n} \leq z-c-\varepsilon \cup Y_{n} \leq c+\varepsilon\right)  \tag{6.20}\\
\geq & \mathbb{P}\left(X_{n} \leq z-c-\varepsilon\right)+\mathbb{P}\left(Y_{n} \leq c+\varepsilon\right)-1  \tag{6.21}\\
= & \mathbb{P}\left(X_{n} \leq z-c-\varepsilon\right)-\mathbb{P}\left(Y_{n}>c+\varepsilon\right) . \tag{6.22}
\end{align*}
$$

Now, observe that the CDF of $Y_{n}$ is continuous everywhere except at $c$. So,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{P}\left(Y_{n}>c+\varepsilon\right)=\mathbb{P}(Y>c+\varepsilon)=0 \tag{6.23}
\end{equation*}
$$

For arbitrarily small $\varepsilon$ we can take $z-c-\varepsilon$ to be a continuity point of the CDF of $X$ without loss of generality, so

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{P}\left(X_{n} \leq z-c-\varepsilon\right)=\mathbb{P}(X \leq z-c-\varepsilon) \tag{6.24}
\end{equation*}
$$

That is,

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \mathbb{P}\left(X_{n}+Y_{n} \leq z\right) \geq \mathbb{P}(X+c \leq z-\varepsilon) \tag{6.25}
\end{equation*}
$$

Since $z$ is a continuity point of the CDF of $X+c$, taking $\varepsilon \rightarrow 0$ gives

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \mathbb{P}\left(X_{n}+Y_{n} \leq z\right) \geq \mathbb{P}(X+c \leq z) \tag{6.26}
\end{equation*}
$$

Similarly, $X_{n}+Y_{n} \leq z$ and $Y_{n} \geq c-\varepsilon$ implies $X_{n} \leq z-c+\varepsilon$, so

$$
\begin{equation*}
\mathbb{P}\left(X_{n} \leq z-c+\varepsilon\right) \geq \mathbb{P}\left(X_{n}+Y_{n} \leq z\right)-\mathbb{P}\left(Y_{n}<c-\varepsilon\right) \tag{6.27}
\end{equation*}
$$

Rearranging and taking limits in the same way gives

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \mathbb{P}\left(X_{n}+Y_{n} \leq z\right) \leq \mathbb{P}(X+c \leq z) \tag{6.28}
\end{equation*}
$$

The remaining two are left as exercises.

Remark. We have been somewhat implicitly working with random variables on $\mathbb{R}$, but of course the definition of weak convergence works just as well for random variables on $\mathbb{R}^{d}$. In fact, the Skorokhod Representation Theorem and Portmanteau Lemma can be equivalently shown for the multivariate case, with the latter implying a multivariate continuous mapping theorem for weak convergence. Consequently, if $\left(X_{n}, Y_{n}\right) \Longrightarrow(X, Y)$, then $X_{n}+Y_{n} \Longrightarrow X+Y, X_{n} Y_{n} \Longrightarrow X Y$, and $X_{n} / Y_{n} \Longrightarrow X / Y$. As you'll see in Exercise 6.8, however, this is not the same as $X_{n} \Longrightarrow X$ and $Y_{n} \Longrightarrow Y$.

### 6.2. Characteristic Functions

Remark. This section requires the use of complex numbers. Recall $i$ is defined as the solution to $x^{2}=-1$, and a complex number $x \in \mathbb{C}$ is defined by real numbers $a, b \in \mathbb{R}$ such that $x=a+i b$. The modulus of $x$ is $|x|=\sqrt{a^{2}+b^{2}}$ and the complex conjugate is $\bar{x}=a-b i$. The real and imaginary parts of $x$ are defined respectively by $\operatorname{Re}(x)=a$ and $\operatorname{Im}(x)=b$.

Lemma 6.2.1 (Euler's Formula). For any $x \in \mathbb{R}$,

$$
\begin{equation*}
e^{i x}=\cos (x)+i \sin (x) \tag{6.29}
\end{equation*}
$$

Proof. See first year calculus book.
Definition 6.2.2. For a random variable taking $X$ taking values in $\mathbb{C}$, we define its expectation by

$$
\begin{equation*}
\mathbb{E} X=\mathbb{E} \operatorname{Re}(X)+i \mathbb{E} \operatorname{Im}(X) \tag{6.30}
\end{equation*}
$$

Definition 6.2.3. A random variable $X$ has a unique characteristic function defined by

$$
\begin{equation*}
\varphi(t)=\mathbb{E} e^{i t X}=\mathbb{E} \cos (t X)+i \mathbb{E} \sin (t X) \tag{6.31}
\end{equation*}
$$

Proposition 6.2.4. A characteristic function $\varphi$ has the following properties:
i) $\varphi(0)=1$.
ii) $\varphi(-t)=\overline{\varphi(t)}$.
iii) $|\varphi(t)| \leq 1$.
iv) $|\varphi(t+h)-\varphi(t)| \leq \mathbb{E}\left|e^{-i h X}-1\right|$.
v) $\mathbb{E} e^{i t(a X+b)}=e^{i t b} \varphi(a t)$.

Proof.
i) By definition.
ii) $\varphi(-t)=\mathbb{E}[\cos (-t X)+i \sin (-t X)]=\mathbb{E}[\cos (t X)-i \sin (t X)]$.
iii) $|\varphi(t)|=\left|\mathbb{E} e^{i t X}\right| \leq \mathbb{E}\left|e^{i t X}\right|=1$, using that $\sqrt{x^{2}+y^{2}}$ is convex.
iv) $|\varphi(t+h)-\varphi(t)|=\left|\mathbb{E} e^{i t X} e^{i h X}-\mathbb{E} e^{i t X}\right| \leq \mathbb{E}\left[\left|e^{i t X}\right|\left|e^{i h X}-1\right|\right]=\mathbb{E}\left|e^{-i h X}-1\right|$.
v) By definition.

Proposition 6.2.5. If $X$ and $Y$ are independent with characteristic functions $\varphi_{X}$ and $\varphi_{Y}$, then $Z=X+Y$ has characteristic function

$$
\begin{equation*}
\varphi_{Z}(t)=\varphi_{X}(t) \varphi_{Y}(t) \tag{6.32}
\end{equation*}
$$

Proof.

$$
\begin{equation*}
\varphi_{Z}(t)=\mathbb{E}\left[e^{i t(X+Y)}\right]=\mathbb{E}\left[e^{i t X} e^{i t Y}\right]=\mathbb{E}\left[e^{i t X}\right] \mathbb{E}\left[e^{i t Y}\right]=\varphi_{X}(t) \varphi_{Y}(t) \tag{6.33}
\end{equation*}
$$

Theorem 6.2.6. Common distributions have the following characteristic functions.

- $X \sim \operatorname{Ber}(p): \varphi(t)=1-p+p e^{i t}$.
- $X \sim \operatorname{Pois}(\lambda): \varphi(t)=\exp \left\{\lambda\left(e^{i t}-1\right)\right\}$.
- $X \sim \operatorname{Exp}(\lambda): \varphi(t)=\frac{\lambda}{\lambda-i t}$.
- $X \sim \mathrm{~N}\left(\mu, \sigma^{2}\right): \varphi(t)=e^{i \mu t-\sigma^{2} t^{2} / 2}$.

Proof. Exercise.
(Treat i as a constant - we won't worry about the technical details of complex analysis here.)

Theorem 6.2.7. Let $X$ be a random variable and consider a function $f:[a, b] \times \mathbb{R} \rightarrow \mathbb{R}$ such that $\mathbb{E} f(t, X)<\infty$ and $\frac{\partial}{\partial t} f(t, X)=f^{\prime}(t, X)$ exists for all $t \in(a, b)$. Further, suppose there is a random variable $Y$ with $\mathbb{E} Y<\infty$ and $\left|f^{\prime}(t, X)\right| \leq Y$ a.s. for $t \in(a, b)$. Then, for all $t \in(a, b)$,

$$
\begin{equation*}
\frac{\partial}{\partial t} \mathbb{E} f(t, X)=\mathbb{E} f^{\prime}(t, X) \tag{6.34}
\end{equation*}
$$

Proof. First, observe that

$$
\begin{equation*}
f^{\prime}(t, X)=\lim _{h \rightarrow 0} \frac{f(t+h, X)-f(t, X)}{h}, \tag{6.35}
\end{equation*}
$$

so

$$
\begin{equation*}
\left|\frac{f(t+h, X)-f(t, X)}{h}\right| \leq Y \tag{6.36}
\end{equation*}
$$

for small $h$. Then, using the dominated convergence theorem,

$$
\begin{align*}
\frac{\partial}{\partial t} \mathbb{E} f(t, X) & =\lim _{h \rightarrow 0} \frac{\mathbb{E} f(t+h, X)-\mathbb{E} f(t, X)}{h}  \tag{6.37}\\
& =\lim _{h \rightarrow 0} \mathbb{E} \frac{f(t+h, X)-f(t, X)}{h}  \tag{6.38}\\
& =\mathbb{E} \lim _{h \rightarrow 0} \frac{f(t+h, X)-f(t, X)}{h}  \tag{6.39}\\
& =\mathbb{E} f^{\prime}(t, X) . \tag{6.40}
\end{align*}
$$

Proposition 6.2.8. If $X$ is a random variable with $\mathbb{E}|X|^{k}<\infty$, then for $0 \leq j \leq k$,

$$
\begin{equation*}
\varphi_{X}^{(j)}(t)=\mathbb{E}\left[(i X)^{j} e^{i t X}\right] \tag{6.41}
\end{equation*}
$$

Proof. This is proved by induction. When $j=0$, this is just the definition of $\varphi$. Suppose it holds for some $j$. Then,

$$
\begin{align*}
\varphi_{X}^{(j+1)}(t) & =\frac{\partial}{\partial t} \varphi_{X}^{(j)}(t)  \tag{6.42}\\
& =\frac{\partial}{\partial t} \mathbb{E}\left[(i X)^{j} e^{i t X}\right]  \tag{6.43}\\
& =\mathbb{E}\left[(i X)^{j} \frac{\partial}{\partial t} e^{i t X}\right]  \tag{6.44}\\
& =\mathbb{E}\left[(i X)^{j+1} e^{i t X}\right] \tag{6.45}
\end{align*}
$$

where we used the previous proposition to swap the order of expectation and differentiation.

Theorem 6.2.9 (Continuity Theorem). Let $\mu, \mu_{1}, \mu_{2}, \ldots$ be probability measures with characteristic functions $\varphi, \varphi_{1}, \varphi_{2}, \ldots$ Then, $\mu_{n} \Longrightarrow \mu$ if and only if $\varphi_{n}(t) \longrightarrow \varphi(t)$ for all $t \in \mathbb{R}$.
Proof. Beyond the scope of this course.
Lemma 6.2.10. If $X_{n}, Y_{n}$ are independent for all $n$ and $X, Y$ are independent with $X_{n} \Longrightarrow X$ and $Y_{n} \Longrightarrow Y$, then

$$
\begin{equation*}
X_{n}+Y_{n} \Longrightarrow X+Y \tag{6.46}
\end{equation*}
$$

Proof. Using characteristic functions,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \varphi_{X_{n}+Y_{n}}(t)=\lim _{n \rightarrow \infty} \varphi_{X_{n}}(t) \varphi_{Y_{n}}(t)=\varphi_{X}(t) \varphi_{Y}(t)=\varphi_{X+Y}(t) \tag{6.47}
\end{equation*}
$$

Then apply the continuity theorem.

### 6.3. Central Limit Theorem

Lemma 6.3.1. For any random variable with $\mathbb{E}|X|^{k}<\infty$ for $0 \leq k \leq m$,

$$
\begin{equation*}
\varphi_{X}(t)=\sum_{k=0}^{m} \frac{(i t)^{k}}{k!} \mathbb{E} X^{k}+o\left(|t|^{m}\right) \tag{6.48}
\end{equation*}
$$

Proof. Exercise. Hint: use Taylor series error approximation.

Theorem 6.3.2. If $X_{1}, X_{2}, \ldots$ are i.i.d. with $\mathbb{E} X_{n}=0$ and $\mathbb{E} X_{n}^{2}=\sigma^{2}<\infty$,

$$
\begin{equation*}
Y_{n}=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} X_{i} \Longrightarrow \mathrm{~N}\left(0, \sigma^{2}\right) \tag{6.49}
\end{equation*}
$$

Proof. Using the previous lemma with $m=2$,

$$
\begin{equation*}
\varphi_{X_{i}}(t)=1-\frac{1}{2} \sigma^{2} t^{2}+o\left(t^{2}\right) . \tag{6.50}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \varphi_{Y_{n}}(t)=\lim _{n \rightarrow \infty}\left[\varphi_{i}(t / \sqrt{n})\right]^{n}=\lim _{n \rightarrow \infty}\left[1-\frac{1}{2 n} \sigma^{2} t^{2}+o\left(t^{2} / n\right)\right]^{n}=e^{-\sigma^{2} t^{2} / 2} \tag{6.51}
\end{equation*}
$$

This is the characteristic function of $\mathrm{N}\left(0, \sigma^{2}\right)$, so the result follows from the continuity theorem.

### 6.4. Exercises

Exercise 6.1. A Cauchy random variable has density defined by $f(x)=\frac{1}{\pi\left(1+x^{2}\right)}$ for all $x \in \mathbb{R}$. Show that for all $t \neq 0$, the MGF $M_{X}(t)=\mathbb{E} e^{t X}=\infty$.
Note: this is just a calculus question to motivate why we use characteristic functions. I won't ask you something like this on an exam.

Exercise 6.2 (Durrett 3.3.9). Suppose $X_{n} \sim \mathrm{~N}\left(0, \sigma_{n}^{2}\right)$ and $X_{n} \Longrightarrow X$ for some random variable $X$. Show that $\sigma_{n} \longrightarrow \sigma$ for some $\sigma \in[0, \infty)$.

Exercise 6.3. Prove Scheffé's Theorem for discrete pmfs instead of densities.

Exercise 6.4. Find an example of random variables $X_{n}$ with densities $f_{n}$ such that $X_{n} \Longrightarrow \operatorname{Unif}(0,1)$ but $\left\{x: f_{n}(x) \longrightarrow 1\right\}=\varnothing$.

Exercise 6.5. Prove that if $\mathbb{P}_{n} \Longrightarrow \mathbb{P}$ and $\mathbb{P}_{n} \Longrightarrow \mathbb{P}^{\prime}$, then $\mathbb{P}=\mathbb{P}^{\prime}$. Hint: use the Portmanteau lemma.

Exercise 6.6. Prove that if $F_{n} \Longrightarrow F$ and $x$ is such that there is at most one $a \in \mathbb{R}$ with $F(a)=x$, then $F_{n}^{-1}(x) \longrightarrow F^{-1}(x)$. Hint: For any $\varepsilon>0$, you can choose a $y$ such that $F$ is continuous at $y$ (why?) and $F^{-1}(x)-\varepsilon<y<F^{-1}(x)$.

Exercise 6.7. Prove the remainder of Theorem 6.1.9,

Exercise 6.8. Find an example such that $X_{n} \Longrightarrow X$ and $Y_{n} \Longrightarrow Y$ but $X_{n}+Y_{n} \nRightarrow X+Y$.

Exercise 6.9. Prove Theorem 6.2.6.

Exercise 6.10. Prove Lemma 6.3.1.

Exercise 6.11. Let $X_{1}, X_{2}, \ldots$ be i.i.d. with characteristic function $\psi$. Show that if $\psi^{\prime}(0)=i a$, then

$$
\frac{S_{n}}{n} \xrightarrow{\mathbb{P}} a .
$$

## LECTURE 7

## CONDITIONAL EXPECTATION

### 7.1. Definition and Properties

Definition 7.1.1. For random variables $X \in \mathbb{R}^{d_{1}}$ and $Y \in \mathbb{R}^{d_{2}}$, we define a conditional expectation of $X$ given $Y$ by any random variable $Z$ satisfying:
a) there exists $g: \mathbb{R}^{d_{2}} \rightarrow \mathbb{R}^{d_{1}}$ such that $Z=g(Y)$ and
b) $\mathbb{E}[Z \mathbb{1}\{Y \in A\}]=\mathbb{E}[X \mathbb{1}\{Y \in A\}]$ for all $A \subseteq \mathbb{R}^{d_{2}}$.

We denote such a $Z$ by $\mathbb{E}[X \mid Y]$.

Example 7.1.2. $\Omega=[-1,1]$ and $\mathbb{P}$ is uniform distribution. Define

$$
\begin{aligned}
& X(\omega)=-1 / 2+\mathbb{1}\{\omega \in[-1,-1 / 2] \cup[0,1 / 2]\}+2 \mathbb{1}\{\omega \in[-1 / 2,0]\} \\
& Y(\omega)=\mathbb{1}\{\omega \geq 0\} \\
& Z(\omega)=1-Y(\omega)
\end{aligned}
$$

Observe that $\mathbb{E}[X \mid Y]=Z$ and $\mathbb{P}(X=Z)=0$.
Proposition 7.1.3. Conditional expectation satisfies the following:
i) $X \geq 0$ a.s. implies $\mathbb{E}[X \mid Y] \geq 0$ a.s.;
ii) $\mathbb{E}[\mathbb{E}[X \mid Y]]=\mathbb{E} X$;
iii) $\mathbb{E}\left[a X_{1}+b X_{2} \mid Y\right]=a \mathbb{E}\left[X_{1} \mid Y\right]+b \mathbb{E}\left[X_{2} \mid Y\right]$ for all $a, b \in \mathbb{R}$;
iv) $X$ independent of $Y$ implies $\mathbb{E}[X \mid Y]=\mathbb{E} X$;
v) $\mathbb{E}|X|<\infty$ implies $\mathbb{E}|\mathbb{E}[X \mid Y]|<\infty$.

Note we are considering $d_{1}=d_{2}=1$ here, but analogous results hold for the multivariate case.
Proof.
i) Suppose $\mathbb{E}[X \mid Y]=g(Y)$ and consider $A=\{x \in \mathbb{R}: g(x) \leq 0\}$. Then,
$\mathbb{E}[Z \mathbb{1}\{Y \in A\}]=\mathbb{E}[g(Y) \mathbb{1}\{g(Y) \leq 0\}] \leq 0$, and $\mathbb{E}[Z \mathbb{1}\{Y \in A\}]=\mathbb{E}[X \mathbb{1}\{Y \in A\}] \geq 0$, so $\mathbb{E}[Z \mathbb{1}\{Y \in A\}]=0$. Thus, since $Z \mathbb{1}\{Z \leq 0\} \leq 0, Z \mathbb{1}\{Z \leq 0\}=0$ a.s., so $Z \geq 0$ a.s.
ii) Take $A=\mathbb{R}$.
iii) Set $Z=a \mathbb{E}\left[X_{1} \mid Y\right]+b \mathbb{E}\left[X_{2} \mid Y\right]$. For any $A \subseteq \mathbb{R}$,

$$
\begin{align*}
\mathbb{E}[Z \mathbb{1}\{Y \in A\}] & =\mathbb{E}\left[\left(a \mathbb{E}\left[X_{1} \mid Y\right]+b \mathbb{E}\left[X_{2} \mid Y\right]\right) \mathbb{1}\{Y \in A\}\right]  \tag{7.1}\\
& =a \mathbb{E}\left[\mathbb{E}\left[X_{1} \mid Y\right] \mathbb{1}\{Y \in A\}\right]+b \mathbb{E}\left[\mathbb{E}\left[X_{2} \mid Y\right] \mathbb{1}\{Y \in A\}\right]  \tag{7.2}\\
& =a \mathbb{E}\left[X_{1} \mathbb{1}\{Y \in A\}\right]+b \mathbb{E}\left[X_{2} \mathbb{1}\{Y \in A\}\right]  \tag{7.3}\\
& =\mathbb{E}\left[\left(a X_{1}+b X_{2}\right) \mathbb{1}\{Y \in A\}\right] . \tag{7.4}
\end{align*}
$$

iv) Recall that $X$ independent of $f(Y)$ for any $f$, so for any $A \subseteq \mathbb{R}$,

$$
\mathbb{E}[X \mathbb{1}\{Y \in A\}]=\mathbb{E}[\mathbb{1}\{Y \in A\}] \mathbb{E}[X]=\mathbb{E}[(\mathbb{E} X) \mathbb{1}\{Y \in A\}]
$$

v) Again let $\mathbb{E}[X \mid Y]=g(Y)$. Define $A=\{y \in \mathbb{R}: g(y) \geq 0\}$.

$$
\begin{align*}
\mathbb{E}|\mathbb{E}[X \mid Y]| & =\mathbb{E}\left[\mathbb{E}[X \mid Y]^{+}\right]+\mathbb{E}\left[\mathbb{E}[X \mid Y]^{-}\right]  \tag{7.5}\\
& =\mathbb{E}[g(Y) \mathbb{1}\{g(Y) \geq 0\}]-\mathbb{E}[g(Y) \mathbb{1}\{g(Y)<0\}]  \tag{7.6}\\
& =\mathbb{E}[g(Y) \mathbb{1}\{Y \in A\}]-\mathbb{E}\left[g(Y) \mathbb{1}\left\{Y \in A^{c}\right\}\right]  \tag{7.7}\\
& =\mathbb{E}[X \mathbb{1}\{Y \in A\}]-\mathbb{E}\left[X \mathbb{1}\left\{Y \in A^{c}\right\}\right]  \tag{7.8}\\
& \leq \mathbb{E}[|X| \mathbb{1}\{Y \in A\}]+\mathbb{E}\left[|X| \mathbb{1}\left\{Y \in A^{c}\right\}\right]  \tag{7.9}\\
& =\mathbb{E}|X| \tag{7.10}
\end{align*}
$$

Theorem 7.1.4. Conditional expectation is unique. That is, for any $X, Y, Z_{1}=\mathbb{E}[X \mid Y]$ and $Z_{2}=$ $\mathbb{E}[X \mid Y]$ implies $Z_{1}=Z_{2}$ a.s.
Proof.

$$
\begin{equation*}
0=\mathbb{E}[0 \mid Y]=\mathbb{E}[X-X \mid Y]=\mathbb{E}[X \mid Y]-\mathbb{E}[X \mid Y]=Z_{1}-Z_{2} \tag{7.11}
\end{equation*}
$$

Lemma 7.1.5. For any $f: \mathbb{R} \rightarrow \mathbb{R}$, if $\mathbb{E}|X|<\infty$ and $\mathbb{E}|X f(Y)|<\infty, \mathbb{E}[f(Y) X \mid Y]=f(Y) \mathbb{E}[X \mid Y]$. Proof. Let $Z=f(Y) \mathbb{E}[X \mid Y]$. Consider any $A \subseteq \mathbb{R}$. Then,

$$
\begin{equation*}
\mathbb{E}[Z \mathbb{1}\{Y \in A\}]=\mathbb{E}[f(Y) \mathbb{E}[X \mid Y] \mathbb{1}\{Y \in A\}]=\mathbb{E}[h(Y) \mathbb{E}[X \mid Y]] \tag{7.12}
\end{equation*}
$$

where $h(Y)=f(Y) \mathbb{1}\{Y \in A\}$.
First, suppose $f(Y)=\mathbb{1}\{Y \in B\}$ for some $B \subseteq \mathbb{R}$. Then,

$$
\begin{equation*}
\mathbb{E}[h(Y) \mathbb{E}[X \mid Y]]=\mathbb{E}[\mathbb{1}\{Y \in A \cap B\} \mathbb{E}[X \mid Y]]=\mathbb{E}[\mathbb{1}\{Y \in A \cap B\} X]=\mathbb{E}[f(Y) X \mathbb{1}\{Y \in A\}] \tag{7.13}
\end{equation*}
$$

Next, suppose $f(Y)=\sum_{i=1}^{m} b_{i} \mathbb{1}\left\{Y \in B_{i}\right\}$. By linearity of expectation and the result for indicator $f$, the result holds.

If $f(Y) \in[0, M]$ and $X \geq 0$ a.s., take $f_{n} \uparrow f$ where $f_{n}$ are simple functions. Then, by MCT,

$$
\begin{equation*}
\mathbb{E}\left[f_{n}(Y) \mathbb{E}[X \mid Y] \mathbb{1}\{Y \in A\}\right] \longrightarrow \mathbb{E}[f(Y) \mathbb{E}[X \mid Y] \mathbb{1}\{Y \in A\}] \tag{7.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E}\left[f_{n}(Y) X \mathbb{1}\{Y \in A\}\right] \longrightarrow \mathbb{E}[f(Y) X \mathbb{1}\{Y \in A\}] \tag{7.15}
\end{equation*}
$$

Thus, since for all $n$,

$$
\begin{equation*}
\mathbb{E}\left[f_{n}(Y) \mathbb{E}[X \mid Y] \mathbb{1}\{Y \in A\}\right]=\mathbb{E}\left[f_{n}(Y) X \mathbb{1}\{Y \in A\}\right] \tag{7.16}
\end{equation*}
$$

we have

$$
\begin{equation*}
\mathbb{E}[f(Y) \mathbb{E}[X \mid Y] \mathbb{1}\{Y \in A\}]=\mathbb{E}[f(Y) X \mathbb{1}\{Y \in A\}] \tag{7.17}
\end{equation*}
$$

Next, if $f(Y) \in[0, M]$ and $X \in \mathbb{R}$, repeat this using $X^{+}$and $X^{-}$.
Finally, for integrable $f$, write $f=f^{+}-f^{-}$, and use a sequence of bounded functions.

Lemma 7.1.6. Consider integrable random variables $X, Y, Z$. Then,

$$
\begin{equation*}
\mathbb{E}[\mathbb{E}[X \mid Y] \mid Y, Z]=\mathbb{E}[\mathbb{E}[X \mid Y, Z] \mid Y]=\mathbb{E}[X \mid Y] \tag{7.18}
\end{equation*}
$$

Proof. Consider any $A \subseteq \mathbb{R}^{2}$. Then, $\mathbb{E}[X \mid Y]=g(Y)$ for some $g$, so we can define $h(Y, Z)=g(Y)$. Thus, trivially, $\mathbb{E}[\mathbb{E}[X \mid Y] \mid Y, Z]=\mathbb{E}[X \mid Y]$.

For the second equality, consider any $A \subseteq \mathbb{R}$. Then,

$$
\begin{align*}
\mathbb{E}[\mathbb{1}\{Y \in A\} \mathbb{E}[X \mid Y]] & =\mathbb{E}[\mathbb{1}\{Y \in A\} X]  \tag{7.19}\\
& =\mathbb{E}[\mathbb{E}[\mathbb{1}\{Y \in A\} X \mid Y, Z]]  \tag{7.20}\\
& =\mathbb{E}[\mathbb{1}\{Y \in A\} \mathbb{E}[X \mid Y, Z]] \tag{7.21}
\end{align*}
$$

### 7.2. Computation

Definition 7.2.1. For random variables $X, Y$ and sets $A, B$, if $\mathbb{P}(Y \in B)>0$ then define the conditional probability (with respect to an event) by

$$
\begin{equation*}
\mathbb{P}(X \in A \mid Y \in B)=\frac{\mathbb{P}(X \in A, Y \in B)}{\mathbb{P}(Y \in B)} \tag{7.22}
\end{equation*}
$$

Definition 7.2.2. For random variables $X, Y$ and a set $A$, define the conditional probability (with respect to a random variable) by

$$
\begin{equation*}
\mathbb{P}(X \in A \mid Y)=\mathbb{E}[\mathbb{1}\{X \in A\} \mid Y] . \tag{7.23}
\end{equation*}
$$

Theorem 7.2.3. If $X$ and $Y$ have joint density $f_{X, Y}$ and marginal densities $f_{X}$ and $f_{Y}$,

$$
\begin{equation*}
\mathbb{E}[X \mid Y]=\int_{\mathbb{R}} x \frac{f_{X, Y}(x, Y)}{f_{Y}(Y)} d x \tag{7.24}
\end{equation*}
$$

Proof. For any $A \subseteq \mathbb{R}$,

$$
\begin{align*}
\mathbb{E}\left[\left(\int_{\mathbb{R}} x \frac{f_{X, Y}(x, Y)}{f_{Y}(Y)} d x\right) \mathbb{1}\{Y \in A\}\right] & =\int_{A}\left(\int_{\mathbb{R}} x \frac{f_{X, Y}(x, y)}{f_{Y}(y)} d x\right) f_{Y}(y) d y  \tag{7.25}\\
& =\int_{\mathbb{R}^{2}} x \mathbb{1}\{y \in A\} f_{X, Y}(x, y) d x d y  \tag{7.26}\\
& =\mathbb{E}[X \mathbb{1}\{Y \in A\}] . \tag{7.27}
\end{align*}
$$

Definition 7.2.4. For random variables $X$ and $Y$, define the conditional variance by

$$
\begin{equation*}
\operatorname{var}(X \mid Y)=\mathbb{E}\left[(X-\mathbb{E}[X \mid Y])^{2} \mid Y\right] \tag{7.28}
\end{equation*}
$$

Theorem 7.2.5. If $X$ is a random variable with $\operatorname{var}(X)<\infty$, then for all $Y$

$$
\begin{equation*}
\operatorname{var}(X)=\mathbb{E}[\operatorname{var}(X \mid Y)]+\operatorname{var}(\mathbb{E}[X \mid Y]) \tag{7.29}
\end{equation*}
$$

Proof. Observe that

$$
\begin{align*}
\operatorname{var}(X)= & \mathbb{E}\left[(X-\mathbb{E}[X])^{2}\right]  \tag{7.30}\\
= & \mathbb{E}\left[\mathbb{E}\left[(X-\mathbb{E}[X])^{2} \mid Y\right]\right]  \tag{7.31}\\
= & \mathbb{E}\left[\mathbb{E}\left[(X-\mathbb{E}[X \mid Y]+\mathbb{E}[X \mid Y]-\mathbb{E}[X])^{2} \mid Y\right]\right]  \tag{7.32}\\
= & \mathbb{E}\left[\mathbb{E}\left[(X-\mathbb{E}[X \mid Y])^{2} \mid Y\right]\right]+\mathbb{E}\left[\mathbb{E}\left[(\mathbb{E}[X \mid Y]-\mathbb{E}[X])^{2} \mid Y\right]\right]  \tag{7.33}\\
& +2 \mathbb{E}[\mathbb{E}[(X-\mathbb{E}[X \mid Y])(\mathbb{E}[X \mid Y]-\mathbb{E}[X]) \mid Y]]  \tag{7.34}\\
= & \mathbb{E}[\operatorname{var}(X \mid Y)]+\operatorname{var}(\mathbb{E}[X \mid Y])+2 \mathbb{E}[\mathbb{E}[(X-\mathbb{E}[X \mid Y])(\mathbb{E}[X \mid Y]-\mathbb{E}[X]) \mid Y]] . \tag{7.35}
\end{align*}
$$

Then, it remains to check that

$$
\begin{align*}
& \mathbb{E}[\mathbb{E}[(X-\mathbb{E}[X \mid Y])(\mathbb{E}[X \mid Y]-\mathbb{E}[X]) \mid Y]]  \tag{7.36}\\
= & \mathbb{E}\left[\mathbb{E}\left[X \mathbb{E}[X \mid Y]-(\mathbb{E}[X \mid Y])^{2}-X \mathbb{E}[X]+\mathbb{E}[X] \mathbb{E}[X \mid Y] \mid Y\right]\right]  \tag{7.37}\\
= & \mathbb{E}\left[\mathbb{E}[X \mathbb{E}[X \mid Y] \mid Y]-\mathbb{E}\left[(\mathbb{E}[X \mid Y])^{2} \mid Y\right]-\mathbb{E}[X \mathbb{E}[X] \mid Y]+\mathbb{E}[\mathbb{E}[X] \mathbb{E}[X \mid Y] \mid Y]\right]  \tag{7.38}\\
= & \mathbb{E}\left[(\mathbb{E}[X \mid Y])^{2}-(\mathbb{E}[X \mid Y])^{2}-\mathbb{E}[X] \mathbb{E}[X \mid Y]+\mathbb{E}[X] \mathbb{E}[X \mid Y]\right]  \tag{7.39}\\
= & 0 . \tag{7.40}
\end{align*}
$$

### 7.3. Conditional Limit Theorems

Proposition 7.3.1 (Conditional Jensen's Inequality). If $f$ is a convex function and $X$ is a random variable such that $f(X)$ is integrable, for any $Y$

$$
\begin{equation*}
f(\mathbb{E}[X \mid Y]) \leq \mathbb{E}[f(X) \mid Y] \tag{7.41}
\end{equation*}
$$

The inequality is flipped if $f$ is concave.
Proof. Since $f$ is convex, we can write $f(x)=\sup \{\ell(x): \ell$ is linear, $\ell(x) \leq f(x) \forall x\}$. Then, for all such $\ell$,

$$
\begin{equation*}
\mathbb{E}[f(X) \mid Y] \geq \mathbb{E}[\ell(X) \mid Y]=\ell(\mathbb{E}[X \mid Y]) \tag{7.42}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\mathbb{E}[f(X) \mid Y] \geq \sup _{\ell} \ell(\mathbb{E}[X \mid Y])=f(\mathbb{E}[X \mid Y]) \tag{7.43}
\end{equation*}
$$

If concave then $-f$ is convex.

Theorem 7.3.2 (Conditional Monotone Convergence Theorem). If $X_{n} \geq 0$ a.s. and $X_{n} \uparrow X$ a.s., for any $Y$

$$
\begin{equation*}
\mathbb{E}\left[X_{n} \mid Y\right] \uparrow \mathbb{E}[X \mid Y] \tag{7.44}
\end{equation*}
$$

Proof. Since $X-X_{n} \geq 0$ a.s., $\mathbb{E}\left[X_{n} \mid Y\right] \leq \mathbb{E}[X \mid Y]$. Define $Z=\lim _{n \rightarrow \infty} \mathbb{E}\left[X_{n} \mid Y\right]$. Clearly, $Z=g(Y)$ for some $g$, and $\mathbb{E}\left[X_{n} \mid Y\right] \uparrow Z$. Finally, for any $A \subseteq \mathbb{R}, \mathbb{E}\left[\mathbb{E}\left[X_{n} \mid Y\right] \mathbb{1}\{Y \in A\}\right]=\mathbb{E}\left[X_{n} \mathbb{1}\{Y \in A\}\right]$. Thus,

$$
\begin{array}{rlrl}
\mathbb{E}\left[\lim _{n \rightarrow \infty} \mathbb{E}\left[X_{n} \mid Y\right] \mathbb{1}\{Y \in A\}\right] & =\lim _{n \rightarrow \infty} \mathbb{E}\left[\mathbb{E}\left[X_{n} \mid Y\right] \mathbb{1}\{Y \in A\}\right] & & \text { (by MCT) } \\
& =\lim _{n \rightarrow \infty} \mathbb{E}\left[X_{n} \mathbb{1}\{Y \in A\}\right] \\
& =\mathbb{E}[X \mathbb{1}\{Y \in A\}] & \quad \text { (by MCT). } \tag{7.47}
\end{array}
$$

Theorem 7.3.3 (Conditional Fatou's Lemma). If $X_{n} \geq 0$ a.s. for all $n$, for any $Y$

$$
\begin{equation*}
\liminf _{n \longrightarrow \infty} \mathbb{E}\left[X_{n} \mid Y\right] \geq \mathbb{E}\left[\liminf _{n \longrightarrow \infty} X_{n} \mid Y\right] . \tag{7.48}
\end{equation*}
$$

Proof. For each $n$, define $Z_{n}=\inf _{m \geq n} X_{m}$. Clearly, $X_{n} \geq Z_{n}$ a.s. and $Z_{n} \uparrow \liminf _{n \rightarrow \infty} X_{n}=Z$ a.s. Thus, by conditional MCT, $\mathbb{E}\left[Z_{n} \mid Y\right] \uparrow \mathbb{E}[Z \mid Y]$. That is,

$$
\begin{equation*}
\mathbb{E}\left[\liminf _{n \rightarrow \infty} X_{n} \mid Y\right]=\mathbb{E}[Z \mid Y]=\lim _{n \rightarrow \infty} \mathbb{E}\left[Z_{n} \mid Y\right] \leq \liminf _{n \rightarrow \infty} \mathbb{E}\left[X_{n} \mid Y\right] \tag{7.49}
\end{equation*}
$$

Theorem 7.3.4 (Conditional Dominated Convergence Theorem). If $X_{n} \longrightarrow X$ a.s. and $\left|X_{n}\right| \leq Z$ a.s. for some integrable $Z$, for all $Y$

$$
\begin{equation*}
\mathbb{E}[X \mid Y]=\lim _{n \rightarrow \infty} \mathbb{E}\left[X_{n} \mid Y\right] \tag{7.50}
\end{equation*}
$$

Proof. Observe that $\left|\mathbb{E}\left[X_{n} \mid Y\right]\right| \leq \mathbb{E}\left[\left|X_{n}\right| \mid Y\right] \leq \mathbb{E}[Z \mid Y]$ a.s., and $\mathbb{E}[\mathbb{E}[Z \mid Y]]=\mathbb{E} Z<\infty$. So,

$$
\begin{array}{rlr}
\mathbb{E}\left[\lim _{n \rightarrow \infty} \mathbb{E}\left[X_{n} \mid Y\right] \mathbb{1}\{Y \in A\}\right] & =\lim _{n \rightarrow \infty} \mathbb{E}\left[\mathbb{E}\left[X_{n} \mid Y\right] \mathbb{1}\{Y \in A\}\right] \\
& =\lim _{n \rightarrow \infty} \mathbb{E}\left[X_{n} \mathbb{1}\{Y \in A\}\right] \\
& =\mathbb{E}[X \mathbb{1}\{Y \in A\}] \tag{7.53}
\end{array}
$$

### 7.4. Exercises

Exercise 7.1 (Conditional Chebyshev's). Prove that if $a>0$ then

$$
\mathbb{P}(|X| \geq a \mid Y) \leq \frac{1}{a^{2}} \mathbb{E}\left(X^{2} \mid Y\right)
$$

Exercise 7.2 (Conditional Cauchy-Schwarz). Prove that for any random variables $X, Y, Z$,

$$
(\mathbb{E}[X Y \mid Z])^{2} \leq \mathbb{E}\left[X^{2} \mid Z\right] \mathbb{E}\left[Y^{2} \mid Z\right]
$$

Exercise 7.3 (Rosenthal 13.4.6). Find an example of random variables $X, Y, Z$ such that $X$ and $Y$ are independent but $\mathbb{E}[X \mid Z]$ and $\mathbb{E}[Y \mid Z]$ are not.

Exercise 7.4 (Rosenthal 13.4.10). Find an example of $X$ and $Y$ which are not independent but $\mathbb{E}[X \mid Y]=\mathbb{E} X$ a.s.

Exercise 7.5 (Rosenthal 13.4.11). Show that if $\mathbb{E}[X \mid Y]=\mathbb{E} X$ a.s. then $\mathbb{E}(X Y)=\mathbb{E}(X) \mathbb{E}(Y)$, but the reverse implication need not hold.

Exercise 7.6. Review how to compute conditional expectation. (e.g., Exercises from Section 3.5 of Evans and Rosenthal.)

## LECTURE 8

## MARKOV CHAINS

### 8.1. Random Walks

Definition 8.1.1. Consider $X_{0}=0$ and for each $t, X_{t}$ is 1 with probability $p$ and -1 with probability $1-p$. Then, $S_{n}=\sum_{t=0}^{n} X_{t}$ is called a simple random walk.

Proposition 8.1.2. Let $S_{n}$ be a simple random walk. For any $a \in \mathbb{N}$, if $E_{a}=\mathbb{P}\left(\exists n \in \mathbb{N}\right.$ s.t. $\left.S_{n}=a\right)$,

$$
E_{a}= \begin{cases}1 & \text { if } p \geq 1 / 2  \tag{8.1}\\ \left(\frac{p}{1-p}\right)^{a} & \text { if } p<1 / 2\end{cases}
$$

Proof. First, observe that $E_{a}=\left(E_{1}\right)^{a}$ for $a>0$. Now, conditioning on $X_{1}$,

$$
\begin{align*}
E_{1}= & \mathbb{E}\left[\mathbb{1}\left\{\exists n \in \mathbb{N} \text { s.t. } S_{n}=1\right\} \mid X_{1}=1\right] \mathbb{P}\left(X_{1}=1\right)  \tag{8.2}\\
& +\mathbb{E}\left[\mathbb{1}\left\{\exists n \in \mathbb{N} \text { s.t. } S_{n}=1\right\} \mid X_{1}=-1\right] \mathbb{P}\left(X_{1}=-1\right)  \tag{8.3}\\
= & 1 \cdot p+\mathbb{E}\left[\mathbb{1}\left\{\exists n-1 \in \mathbb{N} \text { s.t. } S_{n-1}-1=1\right\} \mid X_{1}=-1\right](1-p)  \tag{8.4}\\
= & p+E_{2}(1-p)  \tag{8.5}\\
= & p+(1-p)\left(E_{1}\right)^{2} . \tag{8.6}
\end{align*}
$$

Solving this quadratic gives

$$
\begin{equation*}
E_{1}=\frac{1 \pm \sqrt{1-4(1-p) p}}{2(1-p)} \tag{8.7}
\end{equation*}
$$

Now, observe that $1-4(1-p) p=1-4 p+4 p^{2}=(2 p-1)^{2}$. Thus, possible solutions are

$$
E_{1}=\frac{1 \pm(2 p-1)}{2(1-p)}=\left\{\begin{array}{l}
\frac{p}{1-p}  \tag{8.8}\\
1
\end{array}\right.
$$

If $p \geq 1 / 2$, then $p /(1-p) \geq 1$, so we get $E_{1}=1$. That is, the random walk will hit every $a \in \mathbb{N}$ a.s. Now, consider $p<1 / 2$. Then, both solutions of (8.8) are valid, so we need to do more work to determine which is correct. We define $E_{a}(n)=\mathbb{P}\left(\exists m \leq n\right.$ s.t. $\left.S_{m}=a\right)$. Observe that $E_{1}(1)=p \leq \frac{p}{1-p}$. We will now use induction to show $E_{1}(n) \leq \frac{p}{1-p}$ for all $n \in \mathbb{N}$. The induction
hypothesis is $E_{1}(n) \leq \frac{p}{1-p}$. Then, by the same conditioning as above,

$$
\begin{align*}
E_{1}(n+1) & =p+(1-p) E_{2}(n)  \tag{8.9}\\
& \leq p+(1-p) E_{1}^{2}(n)  \tag{8.10}\\
& \leq p+(1-p)\left(\frac{p}{1-p}\right)^{2}  \tag{8.11}\\
& =\frac{p(1-p)+p^{2}}{1-p}  \tag{8.12}\\
& =\frac{p}{1-p} . \tag{8.13}
\end{align*}
$$

This completes the induction. Finally, since $E_{1}(n)$ is increasing, by continuity of measure

$$
\begin{equation*}
E_{1}=\lim _{n \rightarrow \infty} E_{1}(n) \leq \frac{p}{1-p} \tag{8.14}
\end{equation*}
$$

Combined with 8.8), this gives the result.

Proposition 8.1.3 (Gambler's Ruin). Consider $p \in[0,1]$ and and $N \in \mathbb{N}$. Let $X_{n}$ be a process where for all $i \in\{1, \ldots, N-1\}, \mathbb{P}\left[X_{n+1}=i+1 \mid X_{n}=i\right]=p$ and $\mathbb{P}\left[X_{n+1}=i-1 \mid X_{n}=i\right]=1-p=q$, but $\mathbb{P}\left[X_{n+1}=0 \mid X_{n}=0\right]=1$ and $\mathbb{P}\left[X_{n+1}=N \mid X_{n}=N\right]=1$. Then,

$$
P_{i}=\mathbb{P}\left[\exists n \geq 1 \text { s.t. } X_{n}=N \mid X_{0}=i\right]= \begin{cases}\frac{1-(q / p)^{i}}{1-(q / p)^{N}} & \text { if } p \neq 1 / 2  \tag{8.15}\\ \frac{i}{N} & \text { if } p=1 / 2\end{cases}
$$

Proof. For $i \in\{1, \ldots, N-1\}, P_{i}=p P_{i+1}+q P_{i-1}$. Writing $P_{i}=p P_{i}+q P_{i}$ and combining these two equations gives $P_{i+1}-P_{i}=(q / p)\left(P_{i}-P_{i-1}\right)$. Using that $P_{0}=0$,

$$
\begin{align*}
P_{2}-P_{1} & =(q / p)\left(P_{1}-P_{0}\right)=(q / p) P_{1}  \tag{8.16}\\
P_{3}-P_{2} & =(q / p)\left(P_{2}-P_{1}\right)=(q / p)^{2} P_{1}  \tag{8.17}\\
\vdots &  \tag{8.18}\\
P_{i}-P_{i-1} & =(q / p)\left(P_{i-1}-P_{i-2}\right)=(q / p)^{i-1} P_{1}  \tag{8.19}\\
\vdots &  \tag{8.20}\\
P_{N}-P_{N-1} & =(q / p)\left(P_{N-1}-P_{N-2}\right)=(q / p)^{N-1} P_{1} . \tag{8.21}
\end{align*}
$$

Then,

$$
P_{i}-P_{1}=\sum_{k=2}^{i} P_{k}-P_{k-1}=\sum_{k=2}^{i}(q / p)^{k-1} P_{1}=P_{1} \sum_{k=1}^{i-1}(q / p)^{k}= \begin{cases}\frac{(q / p)^{i}-(q / p)}{(q / p-1} P_{1} & \text { if } q \neq p  \tag{8.22}\\ (i-1) P_{1} & \text { if } q=p\end{cases}
$$

That is,

$$
P_{i}= \begin{cases}\frac{1-(q / p)^{i}}{1-(q / p)} P_{1} & \text { if } q \neq p  \tag{8.23}\\ i P_{1} & \text { if } q=p\end{cases}
$$

Finally, since $P_{N}=1$,

$$
P_{1}= \begin{cases}\frac{1-(q / p)}{1-(q / p)^{N}} & \text { if } q \neq p  \tag{8.24}\\ \frac{1}{N} & \text { if } q=p\end{cases}
$$

### 8.2. Chapman-Kolmogorov Equations

Definition 8.2.1. A stochastic process satisfies the Markov property if for all $t$, $\mathbb{E}\left[X_{t} \mid X_{t-1}, X_{t-2}, \ldots, X_{0}\right]=\mathbb{E}\left[X_{t} \mid X_{t-1}\right]$.

Definition 8.2.2. Consider a stochastic process $X_{n}$ taking values in a countable state space $\mathcal{S}$ and satisfying the Markov property with the added requirement that the probability of moving from state $i$ to state $j$ is independent of the time $n$. Such a process is called a Markov chain, and is defined by the transition matrix $\mathbf{P}$ with entries $P_{i j}=\mathbb{P}\left[X_{n}=j \mid X_{n-1}=i\right]$.

Lemma 8.2.3. A simple random walk is a Markov chain.
Proof.

$$
\begin{equation*}
\mathbb{E}\left[S_{n} \mid S_{n-1}, \ldots, S_{0}\right]=\left(S_{n-1}+1\right)(1 / 2)+\left(S_{n-1}-1\right)(1 / 2)=\mathbb{E}\left[S_{n} \mid S_{n-1}\right] . \tag{8.25}
\end{equation*}
$$

Then, in the transition matrix, $P_{i, i+1}=p=1-P_{i, i-1}$ and $P_{i j}=0$ otherwise.
Theorem 8.2.4. Define $\mathbf{P}^{n}$ to be the $n$-step transition matrix, so that $P_{i j}^{(n)}=\mathbb{P}\left(X_{k+n}=j \mid P_{k}=i\right)$. Then, for any states $i, j \in \mathcal{S}$ and $n, m>0$,

$$
\begin{equation*}
P_{i j}^{(n+m)}=\sum_{k \in \mathcal{S}} P_{i k}^{(n)} P_{k j}^{(m)} \tag{8.26}
\end{equation*}
$$

Proof.

$$
\begin{align*}
P_{i j}^{(n+m)} & =\mathbb{P}\left(X_{n+m}=j \mid X_{0}=i\right)  \tag{8.27}\\
& =\mathbb{P}\left(\cup_{k \in \mathcal{S}}\left[X_{n+m}=j, X_{n}=k\right] \mid X_{0}=i\right)  \tag{8.28}\\
& =\sum_{k \in \mathcal{S}} \mathbb{P}\left(X_{n+m}=j, X_{n}=k \mid X_{0}=i\right)  \tag{8.29}\\
& =\sum_{k \in \mathcal{S}} \mathbb{P}\left(X_{n+m}=j \mid X_{n}=k, X_{0}=i\right) \mathbb{P}\left(X_{n}=k \mid X_{0}=i\right)  \tag{8.30}\\
& =\sum_{k \in \mathcal{S}} \mathbb{P}\left(X_{n+m}=j \mid X_{n}=k\right) \mathbb{P}\left(X_{n}=k \mid X_{0}=i\right)  \tag{8.31}\\
& =\sum_{k \in \mathcal{S}} P_{j k}^{(m)} P_{i k}^{(n)} . \tag{8.32}
\end{align*}
$$

### 8.3. Classification Properties

Definition 8.3.1. We say state $j$ is accessible from state $i$ if for some $n \geq 0, P_{i j}^{(n)}>0$. If $i$ is also accessible from $j$, we say they communicate.

Definition 8.3.2. For any event $A$, use $\mathbb{P}_{i}(A)=\mathbb{P}\left(A \mid X_{0}=i\right)$ to denote the probability conditional on the initial state. Also, let $f_{i j}^{(n)}=\mathbb{P}_{i}\left(X_{n}=j \cap X_{m} \neq j \forall 1 \leq m \leq n-1\right)$ and $f_{i j}=\sum_{n=1}^{\infty} f_{i j}^{(n)}=$ $\mathbb{P}_{i}\left(\exists n \geq 1\right.$ s.t. $\left.X_{n}=j\right)$. Then, a state $i$ is recurrent if it always returns back to itself, so $f_{i i}=1$, and is transient if it is not recurrent, so $f_{i i}<1$.

Theorem 8.3.3. A state $i$ is transient if and only if $\mathbb{P}_{i}\left(X_{n}=i\right.$ i.o. $)=0$, which occurs if and only if $\sum_{n=1}^{\infty} P_{i i}^{(n)}<\infty$. A state $i$ is recurrent if and only if $\mathbb{P}_{i}\left(X_{n}=i\right.$ i.o. $)=1$, which occurs if and only if $\sum_{n=1}^{\infty} P_{i i}^{(n)}=\infty$.

Proof. First, by continuity of probabilities,

$$
\mathbb{P}_{i}\left(X_{n}=i \text { i.o. }\right)=\lim _{k \rightarrow \infty} \mathbb{P}_{i}\left(\left|\left\{n \geq 1: X_{n}=i\right\}\right| \geq k\right)=\lim _{k \rightarrow \infty}\left(f_{i i}\right)^{k}= \begin{cases}0 & f_{i i}<1  \tag{8.33}\\ 1 & f_{i i}=1\end{cases}
$$

Next, recalling $\mathbb{E} X=\sum_{k=1}^{\infty} \mathbb{P}(X \geq k)$ for non-negative discrete random variables,

$$
\begin{align*}
\sum_{n=1}^{\infty} P_{i i}^{(n)} & =\sum_{n=1}^{\infty} \mathbb{P}_{i}\left(X_{n}=i\right)  \tag{8.34}\\
& =\sum_{n=1}^{\infty} \mathbb{E}_{i} \mathbb{1}\left\{X_{n}=i\right\}  \tag{8.35}\\
& =\mathbb{E}_{i} \sum_{n=1}^{\infty} \mathbb{1}\left\{X_{n}=i\right\}  \tag{8.36}\\
& =\mathbb{E}_{i}\left|\left\{n \geq 1: X_{n}=i\right\}\right|  \tag{8.37}\\
& =\sum_{k=1}^{\infty} \mathbb{P}_{i}\left(\left|\left\{n \geq 1: X_{n}=i\right\}\right| \geq k\right)  \tag{8.38}\\
& =\sum_{k=1}^{\infty}\left(f_{i i}\right)^{k}  \tag{8.39}\\
& = \begin{cases}\frac{f_{i i}}{1-f_{i i}}<\infty, & f_{i i}<1 \\
\infty, & f_{i i}=1\end{cases} \tag{8.40}
\end{align*}
$$

Definition 8.3.4. A Markov chain is irreducible if for all states $i$ and $j, f_{i j}>0$.

Theorem 8.3.5. The following are equivalent for an irreducible Markov chain:
i) For all states $i$ and $j, f_{i j}=1$;
ii) There exists a state $k$ such that $f_{k k}=1$;
iii) There exist states $k$ and $\ell$ such that $\sum_{n=1}^{\infty} P_{k \ell}^{(n)}=\infty$;
iv) For all states $i$ and $j, \sum_{n=1}^{\infty} P_{i j}^{(n)}=\infty$.

Proof. i) implies ii) is obvious and ii) implies iii) follows from the previous theorem. Suppose iii) holds for some $k, \ell \in \mathcal{S}$ and fix $i, j \in \mathcal{S}$. By irreducibility, there exists $m, r>0$ such that $P_{i k}^{(m)}>0$ and $P_{\ell j}^{(r)}>0$. Then, by Chapman-Kolmogorov, for any $n>0$ we have

$$
\begin{equation*}
P_{i j}^{(m+n+r)}=\sum_{u \in \mathcal{S}} P_{i u}^{(m)} P_{u j}^{(n+r)}=\sum_{u, v \in \mathcal{S}} P_{i u}^{(m)} P_{u v}^{(n)} P_{v j}^{(r)} \geq P_{i k}^{(m)} P_{k \ell}^{(n)} P_{\ell j}^{(r)} . \tag{8.41}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\sum_{n=1}^{\infty} P_{i j}^{(n)}=\sum_{n=1-(m+r)}^{\infty} P_{i j}^{(m+n+r)} \geq \sum_{n=1}^{\infty} P_{i k}^{(m)} P_{k \ell}^{(n)} P_{\ell j}^{(r)}=P_{i k}^{(m)} P_{\ell j}^{(r)} \sum_{n=1}^{\infty} P_{k \ell}^{(n)}=\infty . \tag{8.42}
\end{equation*}
$$

Finally, suppose iv) holds and by way of contradiction suppose $f_{i j}<1$ for some $i, j \in \mathcal{S}$. Then,

$$
\begin{equation*}
1-f_{j j}=\mathbb{P}_{j}\left(\forall n \geq 1, X_{n} \neq j\right) \geq \mathbb{P}_{j}\left(X_{n}=i \text { before } X_{n}=j\right) \mathbb{P}_{i}\left(\forall n \geq 1, X_{n} \neq j\right)>0 \tag{8.43}
\end{equation*}
$$

where the last inequality is by irreducibility and the contradiction assumption. However, this implies that $\sum_{n=1}^{\infty} P_{j j}^{(n)}<\infty$ by the previous theorem, which is a contradiction.

Definition 8.3.6. If any of properties i) to iv) hold, the Markov chain itself is said to be recurrent.

### 8.4. Stationarity Convergence

Definition 8.4.1. A probability distribution $\boldsymbol{\pi}$ on the state space is the stationary distribution of a Markov chain $X_{n}$ if $\sum_{i \in \mathcal{S}} \pi_{i} P_{i j}=\pi_{j}$ for all $j \in \mathcal{S}$. This can be written in matrix form as $\boldsymbol{\pi} \mathbf{P}=\boldsymbol{\pi}$.

Definition 8.4.2. The period of a state $i$, denoted by $d(i)$, is the greatest common divisor of $\left\{n \geq 1: P_{i i}^{(n)}>0\right\}$.

## Example 8.4.3.

$$
\mathbf{P}=\left[\begin{array}{ccc}
0 & 1 & 0  \tag{8.44}\\
1 / 2 & 0 & 1 / 2 \\
0 & 0 & 1
\end{array}\right]
$$

Definition 8.4.4. A Markov chain is aperiodic if every state has period 1. Otherwise, it is periodic.

Lemma 8.4.5. If $f_{i j}>0$ and $f_{j i}>0$, states $i$ and $j$ have the same period.

Proof. There must exist some $r, s$ such that $P_{i j}^{(r)}>0$ and $P_{j i}^{(s)}>0$. Then, $P_{i i}^{(r+s)} \geq P_{i j}^{(r)} P_{j i}^{(s)}>0$, so $r+s$ is a multiple of $d(i)$. Now, for any $m \in\left\{n \geq 1: P_{j j}^{(n)}>0\right\}, P_{i i}^{(r+m+s)}>P_{i j}^{(r)} P_{j j}^{(m)} P_{j i}^{(s)}>0$. Thus, $r+m+s$ is a multiple of $d(i)$, which implies $m$ is a multiple of $d(i)$. That is, $d(j) \geq d(i)$. However, this argument was symmetric in $i$ and $j$, so the reverse inequality can also be shown.

Corollary 8.4.6. If a Markov chain is irreducible, all of its states have the same period.

Lemma 8.4.7. If a Markov chain is irreducible and has a stationary distribution $\boldsymbol{\pi}$, then it is recurrent.
Proof. Suppose by way of contradiction it is not recurrent. Then, for all $i, j \in \mathcal{S}, \sum_{n=1}^{\infty} P_{i j}^{(n)}<\infty$, so $\lim _{n \rightarrow \infty} P_{i j}^{(n)}=0$. But, since $\pi_{j}=\sum_{i \in \mathcal{S}} \pi_{i} P_{i j}^{(n)}$ for all $n$, taking $n \rightarrow \infty$ shows $\pi_{j}=0$ for all $j$. This contradicts $\sum_{j \in \mathcal{S}} \pi_{j}=1$.

Theorem 8.4.8. If a Markov chain is irreducible and aperiodic with stationary distribution $\boldsymbol{\pi}$, then for all states $i$ and $j$

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{P}_{i}\left(X_{n}=j\right)=\pi_{j} \tag{8.45}
\end{equation*}
$$

Proof. Not too hard, but too long for this course.

### 8.5. Stationarity Existence

Definition 8.5.1. The mean recurrence time of a state $i$ is defined by

$$
\begin{equation*}
m_{i}=\mathbb{E}_{i}\left[\inf \left\{n \geq 1: X_{n}=i\right\}\right] \tag{8.46}
\end{equation*}
$$

Definition 8.5.2. Observe that if $i$ is transient, then $m_{i}=\infty$. If $i$ is recurrent, then we say it is null recurrent if $m_{i}=\infty$ and positive recurrent if $m_{i}<\infty$.

Definition 8.5.3. A state $i$ is ergodic if it is aperiodic and positive recurrent. If all states are ergodic, then we say the entire Markov chain is ergodic.

Theorem 8.5.4. If a Markov chain is irreducible and each state $i$ is positive recurrent, then there exists a unique stationary distribution $\boldsymbol{\pi}$ with $\pi_{i}=1 / m_{i}$. Further, if each state is aperiodic (i.e., the Markov chain is ergodic), then $\lim _{n \rightarrow \infty} P_{i j}^{(n)}=\pi_{j}=1 / m_{j}$.
Proof. Not too hard, but too long for this course.

### 8.6. Exercises

Exercise 8.1. Solve for the stationary distribution of the Markov chain with

$$
\mathbf{P}=\left[\begin{array}{lll}
0.5 & 0.4 & 0.1 \\
0.3 & 0.4 & 0.3 \\
0.2 & 0.3 & 0.5
\end{array}\right]
$$

Exercise 8.2 (Ross 4.16). Show that if state $i$ is recurrent and state $i$ does not communicate with state $j$, then $P_{i j}=0$.

Exercise 8.3 (Ross 4.20). A Markov chain is doubly stochastic if the sum over columns is also one; that is, $\sum_{i \in \mathcal{S}} P_{i j}=1$ for all $j \in \mathcal{S}$. Show that if such a chain is irreducible and aperiodic with $M$ states that the limiting probabilities are given by $\pi_{j}=1 / M$ for all $j \in \mathcal{S}$.

Exercise 8.4 (Ross 4.59). Recall the Gambler's Ruin setup, and define

$$
M_{i}=\mathbb{E}_{i}\left[\inf \left\{n \geq 0: X_{n}=N \text { or } X_{n}=0\right\}\right] .
$$

Show that

$$
M_{i}= \begin{cases}\frac{i}{q-p}-\frac{N}{q-p} \frac{1-(q / p)^{i}}{1-(q / p)^{N}} & \text { if } p \neq 1 / 2 \\ i(N-1) & \text { if } p=1 / 2\end{cases}
$$

Exercise 8.5 (Rosenthal 8.5.10). Show that for any Markov chain on a finite state space, at least one state must be recurrent. Also, give an example where exactly one state is recurrent. Finally, give an example where the state space is countably infinite and all states are transient.

Exercise 8.6 (Rosenthal 8.5.18). Prove that if $f_{i j}>0$ and $f_{j i}=0$ then $i$ is transient.

Exercise 8.7 (Rosenthal 8.5.19). Prove that for a Markov chain with a finite state space, no states are null recurrent.

Exercise 8.8. Show that a simple random walk is recurrent but does not have a stationary distribution.

## LECTURE 9

## QUEUEING THEORY

### 9.1. Exponential Distribution

Definition 9.1.1. We say a nonnegative random variable $X \sim \operatorname{Exp}(\lambda)$ for some $\lambda>0$ if it has density $f(x)=\lambda e^{-\lambda x}$. Observe then it has CDF $F(x)=1-e^{-\lambda x}$, mean $\mathbb{E} X=1 / \lambda$, and MGF $M_{X}(t)=\frac{\lambda}{\lambda-t}$.

Lemma 9.1.2. $X \sim \operatorname{Exp}(\lambda)$ for some $\lambda>0$ if and only if it has the memoryless property:

$$
\begin{equation*}
\mathbb{P}[X>s+t \mid X>t]=\mathbb{P}[X>s] \tag{9.1}
\end{equation*}
$$

Proof. To show the first direction,

$$
\begin{equation*}
\mathbb{P}[X>s+t \mid X>t]=\frac{\mathbb{P}[X>s+t, X>t]}{\mathbb{P}[X>t]}=\frac{\mathbb{P}[X>s+t]}{\mathbb{P}[X>t]}=\frac{e^{-\lambda(s+t)}}{e^{-\lambda(t)}}=e^{-\lambda s}=\mathbb{P}[X>s] \tag{9.2}
\end{equation*}
$$

For the reverse direction, suppose $X$ has the memory less property, and define $S(t)=\mathbb{P}[X>t]$. Then,

$$
\begin{array}{rlrl}
\mathbb{P}[X>s+t \mid X>t] & =\mathbb{P}[X>s] & \Longleftrightarrow \\
\frac{\mathbb{P}[X>s+t, X>t]}{\mathbb{P}[X>t]} & =\mathbb{P}[X>s] & & \Longleftrightarrow \\
S(s+t) & =S(s) S(t) . & & \Longleftrightarrow \tag{9.5}
\end{array}
$$

This implies that for all $a \in \mathbb{Q}_{+}, S(a)=S(1)^{a}=e^{a \log (S(1))}=e^{-\lambda a}$, where $\lambda=-\log (S(1))$. To extend this to all $a>0$, it remains to observe that $S(a)$ is monotonically decreasing.

Definition 9.1.3. We say that $Y \sim \operatorname{Gamma}(\lambda, \alpha)$ for $\lambda, \alpha>0$ if it has density $f(y)=\lambda e^{-\lambda y} \frac{(\lambda y)^{\alpha-1}}{\Gamma(\alpha)}$, where $\Gamma(\alpha)=\int_{0}^{\infty} e^{-x} x^{\alpha-1} d x$ and $\Gamma(n)=(n-1)$ ! for integer $n$.

Lemma 9.1.4. If $X_{1}, \ldots, X_{n} \sim \operatorname{Exp}(\lambda)$, then $Y=\sum_{i=1}^{n} X_{i} \sim \operatorname{Gamma}(\lambda, n)$.
Proof. We will prove this by induction. For $n=1$, this is trivially true. Suppose this holds for $n \geq 2$. Then, by the convolution formula for densities (just differentiate the normal convolution formula),

$$
\begin{align*}
f_{X_{1}+\cdots X_{n}+X_{n+1}}(t) & =\int_{0}^{\infty} f_{X_{n+1}}(t-s) f_{X_{1}+\cdots X_{n}}(s) \mathbb{1}\{t-s \geq 0\} d s  \tag{9.6}\\
& =\int_{0}^{t} \lambda e^{-\lambda(t-s)} \lambda e^{-\lambda s} \frac{(\lambda s)^{n-1}}{(n-1)!} d s  \tag{9.7}\\
& =\lambda e^{-\lambda t} \frac{\lambda^{n}}{(n-1)!} \int_{0}^{t} s^{n-1} d s  \tag{9.8}\\
& =\lambda e^{-\lambda t} \frac{(\lambda t)^{n}}{n!} \tag{9.9}
\end{align*}
$$

### 9.2. Poisson Processes

Definition 9.2.1. Let $N(t)$ denote the number of times some event has occurred by time $t$. We call $\{N(t), t \geq 0\}$ a Poisson process if
a) $N(0)=0$;
b) $N\left(t_{1}\right)-N\left(t_{0}\right)$ is independent from $N\left(s_{1}\right)-N\left(s_{0}\right)$ whenever $\left(t_{0}, t_{1}\right] \cap\left(s_{0}, s_{1}\right]=\emptyset$;
c) $\mathbb{P}[N(s+t)-N(s)=n]=e^{-\lambda t} \frac{(\lambda t)^{n}}{n!}$ for all $s, t \geq 0$.

Proposition 9.2.2. $N(t)$ is a Poisson process if and only if
i) $N(0)=0$;
ii) $N\left(t_{1}\right)-N\left(t_{0}\right)$ is independent from $N\left(s_{1}\right)-N\left(s_{0}\right)$ whenever $\left(t_{0}, t_{1}\right] \cap\left(s_{0}, s_{1}\right]=\emptyset$;
iii) For any $s, N(s+t)-N(s)$ has the same distribution for all $t \geq 0$;
iv) $\mathbb{P}[N(h)=1]=\lambda h+o(h)$;
v) $\mathbb{P}[N(h) \geq 2]=o(h)$.

Proof. Beyond the scope of this course.

Proposition 9.2.3. Let $E_{0}=0$ and $E_{n}$ denote the time of the $n^{\text {th }}$ event in a Poisson process with paramter $\lambda>0$, and $T_{n}=E_{n}-E_{n-1}$. Then, for all $n, T_{n} \sim \operatorname{Exp}(\lambda)$, and are i.i.d..
Proof. Observe that $\mathbb{P}\left[T_{1}>t\right]=\mathbb{P}[N(t)=0]=e^{-\lambda t}$. Then,

$$
\begin{equation*}
\mathbb{P}\left[T_{2}>t\right]=\mathbb{E}\left[\mathbb{P}\left[T_{2}>t \mid T_{1}\right]\right] \tag{9.10}
\end{equation*}
$$

Now, notice that if $T_{1}=s$, then $T_{2}>t$ if and only if $N(s+t)-N(s)=0$, which occurs with probability $e^{-\lambda t}$ regardless of $s$. Thus,

$$
\begin{equation*}
\mathbb{E}\left[\mathbb{P}\left[T_{2}>t \mid T_{1}\right]\right]=e^{-\lambda t} \tag{9.11}
\end{equation*}
$$

This argument can be repeated up to $T_{n}$.
Corollary 9.2.4. $S_{n}=\sum_{i=1}^{n} T_{i} \sim \operatorname{Gamma}(\lambda, n)$. That is, the amount of time until the $n^{\text {th }}$ event has a gamma distribution.

### 9.3. Continuous-Time Markov Chains

Definition 9.3.1. A continuous-time Markov chain is a sequence of random variables $\{X(t): t \geq 0\}$ taking values in $\mathcal{S}$ where for all $s, t \geq 0$ and deterministic functions $x:[0, \infty) \rightarrow \mathcal{S}$,

$$
\begin{equation*}
\mathbb{P}(X(t+s)=j \mid X(s)=i, X(u)=x(u) \forall u \in[0, s))=\mathbb{P}(X(t+s)=j \mid X(s)=i) . \tag{9.12}
\end{equation*}
$$

We again suppose that the transition probabilities are homogeneous in time, so that

$$
\begin{equation*}
\mathbb{P}(X(t+s)=j \mid X(s)=i)=\mathbb{P}_{i}(X(t)=j)=P_{i j}(t) \tag{9.13}
\end{equation*}
$$

Corollary 9.3.2. For each state $i \in \mathcal{S}$, let $T_{i}$ be the time it takes for the process to move into a new state $j$. Then, $T_{i}$ follows the exponential distribution with some rate $\nu_{i}$.

Proof. Observe that $T_{i}$ will have the memoryless property.

Definition 9.3.3. We define $q_{i j}=\nu_{i} P_{i j}$ to be the instantaneous transition rates, where $P_{i j}$ is the probability that the next state after state $i$ is state $j$ (regardless of how long it takes to change states).

Lemma 9.3.4. It holds that

$$
\begin{equation*}
\lim _{h \rightarrow 0} \frac{1-P_{i i}(h)}{h}=\nu_{i} \text { and } \lim _{h \rightarrow 0} \frac{P_{i j}(h)}{h}=q_{i j} . \tag{9.14}
\end{equation*}
$$

Proof. Since the length of transitions is exponential,

$$
\begin{equation*}
\mathbb{P}\left(T_{i}>h\right)=e^{-\nu_{i} h}=\sum_{t=0}^{\infty}(-1)^{t} \frac{\left(\nu_{i} h\right)^{t}}{t!}=1-\nu_{i} h+o(h) . \tag{9.15}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\lim _{h \rightarrow 0} \frac{1-P_{i i}(h)}{h}=\lim _{h \rightarrow 0} \frac{\mathbb{P}\left(T_{i} \leq h\right)}{h}=\lim _{h \rightarrow 0} \frac{\nu_{i} h+o(h)}{h}=\nu_{i} . \tag{9.16}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\lim _{h \rightarrow 0} \frac{P_{i j}(h)}{h}=\lim _{h \rightarrow 0} \frac{\mathbb{P}\left(T_{i} \leq h\right) P_{i j}}{h}=\lim _{h \rightarrow 0} \frac{\nu_{i} h P_{i j}+o(h) P_{i j}}{h}=q_{i j} . \tag{9.17}
\end{equation*}
$$

Lemma 9.3.5 (Continous Chapman-Kolmogorov Equations). For all $s, t \geq 0$ and $i, j \in \mathcal{S}$,

$$
\begin{equation*}
P_{i j}(t+s)=\sum_{k=0}^{\infty} P_{i k}(t) P_{k j}(s) . \tag{9.18}
\end{equation*}
$$

Proof. Exercise.

Theorem 9.3.6 (Kolmogorov's Backward and Forward Equations). For all $i, j \in \mathcal{S}$ and $t \geq 0$,

$$
\begin{equation*}
P_{i j}^{\prime}(t)=\sum_{k \neq i} q_{i k} P_{k j}(t)-\nu_{i} P_{i j}(t), \tag{9.19}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{i j}^{\prime}(t)=\sum_{k \neq j} q_{k j} P_{i k}(t)-\nu_{j} P_{i j}(t) . \tag{9.20}
\end{equation*}
$$

Proof. Beyond the scope of this course.

Corollary 9.3.7. Suppose under some "nice" (analogous to discrete-time) conditions, we have limiting probabilities defined by $\pi_{j}=\lim _{t \rightarrow \infty} P_{i j}(t)$. Then, they satisfy that for all states $j$,

$$
\begin{equation*}
\nu_{j} \pi_{j}=\sum_{k \neq j} q_{k j} \pi_{k} . \tag{9.21}
\end{equation*}
$$

Proof. Using the forward equation, we have

$$
\begin{equation*}
\lim _{t \rightarrow \infty} P_{i j}^{\prime}(t)=\lim _{t \rightarrow \infty} \sum_{k \neq j} q_{k j} P_{i k}(t)-\nu_{j} P_{i j}(t)=\sum_{k \neq j} q_{k j} \pi_{k}-\nu_{j} \pi_{j}, \tag{9.22}
\end{equation*}
$$

where we have supposed we can swap the order of limit and summation. It remains to observe that since $P_{i j}(t) \in[0,1]$ for all $t$, if $P_{i j}^{\prime}(t)$ converges then it must converge to zero.

### 9.4. Birth and Death Processes

Definition 9.4.1. Consider a continuous-time Markov chain where $X(t)$ represents the number of people in system at time $t$. Further, suppose that when there are $n$ people in system, people arrive at exponential rate $\lambda_{n}$ and depart at exponential rate $\mu_{n}$. This is called a birth and death process.

Lemma 9.4.2. In a birth and death process, the transition rate between states is $\nu_{n}=\lambda_{n}+\mu_{n}$ and the transition probabilities are

$$
\begin{equation*}
P_{01}=1, P_{n, n+1}=\frac{\lambda_{n}}{\lambda_{n}+\mu_{n}}, \text { and } P_{n, n-1}=\frac{\mu_{n}}{\lambda_{n}+\mu_{n}} . \tag{9.23}
\end{equation*}
$$

Proof. Suppose $X(t)=n$ and define random variables $A_{n} \sim \operatorname{Exp}\left(\lambda_{n}\right)$ and $B_{n} \sim \operatorname{Exp}\left(\mu_{n}\right)$. Then, the next state is $E_{n}=X\left(t+T_{n}\right)=(n+1) \mathbb{1}\left\{A_{n}<B_{n}\right\}+(n-1) \mathbb{1}\left\{A_{n} \geq B_{n}\right\}$. Observe that $\mathbb{P}\left[A_{n}>B_{n}\right]=\mathbb{E}\left[\mathbb{P}\left[A_{n}>B_{n} \mid B_{n}\right]\right]=\mathbb{E}\left[g\left(B_{n}\right)\right]$. Then, notice that $g(y)=\mathbb{P}\left[A_{n}>y\right]=e^{-\lambda_{n} y}$. Thus,

$$
\begin{equation*}
\mathbb{E}\left[g\left(B_{n}\right)\right]=\int_{0}^{\infty} e^{-\lambda_{n} y} \mu_{n} e^{-\mu_{n} y} d y=\mu_{n} \int_{0}^{\infty} e^{-\left(\lambda_{n}+\mu_{n}\right) y} d y=\frac{\mu_{n}}{\lambda_{n}+\mu_{n}} \tag{9.24}
\end{equation*}
$$

The other probability can be found analogously.

Theorem 9.4.3. Let $\boldsymbol{\pi}$ be the stationary distribution of the state taken by a birth and death process. Then, if $C_{n}=\frac{\prod_{i=0}^{n-1} \lambda_{i}}{\prod_{i=1}^{n} \mu_{i}}$,

$$
\begin{equation*}
\boldsymbol{\pi}_{0}=\frac{1}{1+\sum_{n=1}^{\infty} C_{n}} \quad \text { and } \boldsymbol{\pi}_{n}=\frac{C_{n}}{1+\sum_{n=1}^{\infty} C_{n}} . \tag{9.25}
\end{equation*}
$$

Proof. Recall that for all $j \in \mathcal{S}, \nu_{j} \pi_{j}=\sum_{k \neq j} q_{k j} \pi_{k}$. That is,

$$
\begin{align*}
& \lambda_{0} \pi_{0}=\mu_{1} \pi_{1}  \tag{9.26}\\
&\left(\lambda_{1}+\mu_{1}\right) \pi_{1}=\mu_{2} \pi_{2}+\lambda_{0} \pi_{0}  \tag{9.27}\\
& \vdots  \tag{9.28}\\
&\left(\lambda_{n}+\mu_{n}\right) \pi_{n}=\mu_{n+1} \pi_{n+1}+\lambda_{n-1} \pi_{n-1} . \tag{9.29}
\end{align*}
$$

Combining each equation to the next one gives $\lambda_{n} \pi_{n}=\mu_{n+1} \pi_{n+1}$ for all $n \geq 0$. Solving this gives

$$
\begin{align*}
\pi_{1} & =\frac{\lambda_{0}}{\mu_{1}} \pi_{0}  \tag{9.30}\\
\pi_{2} & =\frac{\lambda_{1}}{\mu_{2}} \pi_{1}=\frac{\lambda_{1} \lambda_{0}}{\mu_{2} \mu_{1}} \pi_{0}  \tag{9.31}\\
& \vdots  \tag{9.32}\\
\pi_{n} & =\frac{\lambda_{n-1}}{\mu_{n}} \pi_{n-1}=\frac{\lambda_{n-1} \cdots \lambda_{0}}{\mu_{n} \cdots \mu_{1}} \pi_{0} . \tag{9.33}
\end{align*}
$$

Finally, since $\sum_{n=0}^{\infty} \pi_{n}=1$, we get

$$
\begin{equation*}
1=\pi_{0}+\pi_{0} \sum_{n=1}^{\infty} \frac{\lambda_{n-1} \cdots \lambda_{0}}{\mu_{n} \cdots \mu_{1}} . \tag{9.34}
\end{equation*}
$$

## 9.5. $\mathrm{M} / \mathrm{M} / \mathrm{s}$ Queue

Definition 9.5.1. A customer of interest arrives to the queue to find $\mathcal{L}$ customers in system with $\mathcal{L}_{Q}$ of them waiting. They then will wait for $\mathcal{W}_{Q}$ units of time before having a service that lasts $\mathcal{S}$ units of time, meaning they spent a total of $\mathcal{W}=\mathcal{W}_{Q}+\mathcal{S}$ units of time in the system. The averages of these values are denoted by $L, L_{Q}, W_{Q}, 1 / \mu$, and $W$ respectively.

Definition 9.5.2. For the $M / M / s$ queue, arrivals occur according to a Poisson process at rate $\lambda$ and departures occur exponentially at rate $n \mu$ if there are $n$ customers in service, unless $n>s$, and then at rate $s \mu$.

Theorem 9.5.3 (PASTA). For a queue with Poisson arrivals,

$$
\begin{equation*}
\mathbb{P}[\text { a new customer finds } n \text { in system }]=\pi_{n} . \tag{9.35}
\end{equation*}
$$

Proof (Heuristic). Clearly,
$\mathbb{P}[$ new customer finds $n$ in system $\mid$ customer arrived at time $t]=\mathbb{P}[n$ in system at time $t]=\pi_{n}$.

However, since a Poisson process has independent increments, knowing the time the customer arrived at does not affect how the past proceeded, which means it does not affect how many are in system.

Lemma 9.5.4. For an $M / M / s$ queue, if $\rho=\frac{\lambda}{s \mu}$ then the probability a new customer finds the queue empty is

$$
\begin{equation*}
\pi_{0}=\left[\sum_{n=0}^{s-1} \frac{\lambda^{n}}{n!\mu^{n}}+\frac{\lambda^{s}}{s!\mu^{s}(1-\rho)}\right]^{-1} \tag{9.37}
\end{equation*}
$$

Proof. Observe that this is a birth and death process with

$$
C_{n}= \begin{cases}\frac{\lambda^{n}}{n!\mu^{n}} & \text { if } n \leq s  \tag{9.38}\\ \frac{\lambda^{n}}{s^{n-s} s!\mu^{n}} & \text { if } n>s\end{cases}
$$

Theorem 9.5.5 (Little's Law). For any stable queue that is non-preemptive with $\lambda=\lim _{t \rightarrow \infty} \frac{N(t)}{t}$,

$$
\begin{equation*}
L=\lambda W \text { and } L_{Q}=\lambda W_{Q} \tag{9.39}
\end{equation*}
$$

$\operatorname{Proof}\left(\mathrm{M} / \mathrm{M} / 1\right.$ Case). Since $C_{n}=\rho^{n}, \pi_{n}=\rho^{n}(1-\rho)$ for $n \geq 0$. Then,

$$
\begin{equation*}
L=\sum_{n=0}^{\infty} n \pi_{n}=(1-\rho) \sum_{n=0}^{\infty} n \rho^{n}=(1-\rho) \frac{\rho}{(1-\rho)^{2}}=\frac{\rho}{1-\rho} . \tag{9.40}
\end{equation*}
$$

Now, if you arrive to find $\mathcal{L}$ in system, your total time in system will be $\mathcal{L}+1$ exponential service times. Then, using that the sum of exponentials is gamma, $\mathbb{E}[\mathcal{W} \mid \mathcal{L}]=\frac{\mathcal{L}+1}{\mu}$, so

$$
\begin{equation*}
W=\frac{L+1}{\mu}=\frac{1}{\mu(1-\rho)}=\frac{1}{\mu-\lambda}=\frac{L}{\lambda} . \tag{9.41}
\end{equation*}
$$

Similarly, $W_{Q}=W-1 / \mu=\frac{\rho}{\mu(1-\rho)}$, and $L_{Q}=L-\rho=\frac{\rho^{2}}{1-\rho}=\lambda \frac{\rho}{\mu(1-\rho)}=\lambda W_{Q}$.

### 9.6. Exercises

Exercise 9.1. Prove Lemma 9.3.5.

Exercise 9.2 (Ross 8.1). For the $M / M / 1$ queue, compute the expected number of arrivals during a service period and the probability no customers arrive during a service period.

Exercise 9.3 (Ross 8.4). Show that for an $M / M / 1$ queue, conditional on a customer waiting $x>0$ units of time before entering service, $\mathcal{L}-1 \sim \operatorname{Pois}(\lambda)$. (That is, compute the conditional pmf.)

Exercise 9.4 (Ross 8.11). Consider a $\mathrm{M} / \mathrm{M} / 1$ queue with the following variation: Whenever a service is completed a departure occurs only with probability $\alpha$. With probability $1-\alpha$ the customer, instead of leaving, joins the end of the queue. Note that a customer may be serviced more than once.
a) Find $\boldsymbol{\pi}$.
b) Find the expected waiting time of a customer from the time they arrive until they enter service for the first time.
c) What is the probability that a customer enters service exactly $n$ times, $n=1,2, \ldots$ ?
d) What is the expected amount of time that a customer spends in service (which does not include the time they spend waiting in line)?
e) What is the distribution of the total length of time a customer spends being served?

Exercise 9.5 (Ross 8.13). Two customers move about among three servers. Upon completion of service at server $i$, the customer leaves that server and enters service at whichever of the other two servers is free. (Therefore, there are always two busy servers.) If the service times at server $i$ are exponential with rate $\mu_{i}$, what proportion of time is server $i$ idle?

Exercise 9.6 (Ross 8.16). Customers arrive at a two-server system according to a Poisson process having rate $\lambda=5$. An arrival finding server 1 free will begin service with that server. An arrival finding server 1 busy and server 2 free will enter service with server 2 . An arrival finding both servers busy goes away. Once a customer is served by either server, he departs the system. The service times at server $i$ are exponential with rates $\mu_{i}$, where $\mu_{1}=4$ and $\mu_{2}=2$. (What is the average time an entering customer spends in the system, and what proportion of time is server 2 busy?

Exercise 9.7 (Ross 8.28). Let $D$ denote the time between successive departures in a stationary M/M/1 queue with $\lambda<\mu$. Show, by conditioning on whether or not a departure has left the system empty, that $D$ is exponential with rate $\lambda$.

